
In anticipation of the High Luminosity-LHC era, there's a critical need to 
oversee software readiness for upcoming growth in network traffic for 
production and user data analysis access. 

US-CMS Tier-2 sites need to be able sustain and meet the projected 400Gbps
bandwidth demands [1], while tackling the challenge posed by varying latencies 
between sites. 

While we have shown that XRootD can perform at the desired throughput 
target at low latencies, see figures 1 and 2. In this work we analyze its 
performance over Long Fat Networks (LFN).

This study focuses on analyzing the performance of XRootD HTTP TPCs over 
400 Gbps links across a variety of latencies using different combinations of 
cores, XRootD instances and number of active transfers

Since obtaining geographically distributed hosts connected with high 
bandwidth links and dedicated for our tests is difficult, we choose to use two 
identical machines hosted in the San Diego Supercomputer Center and connect 
them through a variety of real latencies ranging from 5 to 120ms as seen in 
Figure 3.
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TEST SETUP

Fig 1. Throughput Graph showing 1 Tbps using XRootD in 

Microsoft Azure (0.1ms RTT) 

Fig 2. Throughput Graph showing 400 Gbps using 

XRootD HTTPS between UCSD and Caltech (5ms RTT)

RESULTS

By using loops and fixing the bandwidth between the servers we can systematically test different configurations of XRootD deployments to answer questions like

What are the effects of latency on throughput?

We can see that there is a point in which higher latency give us better 
throughput. The higher the latency the slower the drop in performance as we 
increase the number of active transfers.

The hosts used for the tests are identical with the following specifications:

- 2 x 64 Cores @ 3.40 GHz,  1 Ti DDR5 Memory

- Mellanox ConnectX-7 400 Gbps Ethernet
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What is the maximum throughput we can get out of a 
single server?

We have showed in the past [2] that it is possible to reach 400Gbps using 
many hosts, but what about a single machine?

We observe that the maximum we can achieve out of XRootD from a single 
machine is 260Gbps which is when the hosts are connected to each other 
directly (~0ms latency). 
A trend in all the plots is that deploying more instances of XRootD with fewer 
cores gives better performance than deploying one instance with many cores

What is the fewest number of cores and/or instances you 
need to reach  100Gbps? what about 200Gbps?

We observe that a single XRootD instance is not able to saturate a 100Gbps 
link, 2 origins each using 16 cores can sustain high throughputs even for 
many concurrent transfers. For 200Gbps, this is 4 instances using 32 cores

Using SENSE [3] and FABRIC [4] we routed the traffic between our servers over 
the WAN and back in a loop-like manner as seen in Figure 3. This allowed us 
to perform throughput tests over different latencies using the exact same pair 
of nodes and doing so over authentic network conditions as opposed to 
inducing fake latencies with tools like Linux traffic control.

We use Kubernetes to deploy XRootD which eased the management of the 
number of instances and cores per instance required for our different tests.

Fig 3. Loops in Fabric with varying Latencies
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