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* Belle Il is a particle physics experiment located at the KEK laboratory in
Tsukuba, Japan.

* The Belle Il collaboration is made up of:
* >1000 members

* from over 100 universities and
research institutions , | [ Rl

* in 28 countries. BIF v Ty i D N
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The Belle Il Experiment
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@ The Belle Il Experiment

* Belle Il aims to collect a dataset of 50 ab™ (50x Belle)

* Corresponds to approximately 60 PB.
* Data rate (proportional to red line in plot) to increase significantly in later years.

* Due to data size and wide collaborator distribution,
Belle Il uses a grid computing model: 0 | | 0
 DIRAC main framework, Rucio data management. ——Lpeak(Target |
e 26 grid sites with storage.

* Distributed raw data storage.
» 2 geographically separate copies
for data redundancy.

* Dedicated DIRAC extension for raw data,
BelleRawDIRAC.
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KEK Computin
7 Center
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Experimental Hall

6 Raw Data Centers (RDCs)
Around the World

CNAF
IN2P3

Online
storage

Belle Il Detector

: Offline
I initial
Online: storage
* Belle Il Data Acquisition (DAQ)
system records raw data from
detector.
e Stored in online storage servers.
* Physically close in Experiment
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BeHe | Raw Data Flow
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6 Raw Data Centers (RDCs)
Around the World

CNAF

e storage
{ Belle ll Detector 3

W e e Offline
: < ' initial
Raw Data Transfer: storage IN2P3

* Transfer data from experiment hall

(online storage) to KEK Computing |
Center. UVIC
< :

15t copy to offline initial storage.
» 2" copy to disk on KEK grid site.
Register on grid.
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KEK Computin
¢ Center

oQ

6 Raw Data Centers (RDCs)
Around the World

| KEK Grid Site
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initial

Raw Data Transfer: i storage
* Policy of 2 permanent copies of raw |

data.
* Rucio handles replicationtogrid § |, S UVIC

sites.
* KEK Grid Site
. Spllt among 6 RDCs.
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e >5PB of raw data transferred since 2019.

Raw Data Transfer System — Runl

Total Size of Raw Data ROQT Files by Run Period

 DAQ recorded data in custom data format,

'i'!i QUDE— [ debug

converted to ROOT files offline. g " Soean.

g 800 hysics

 5PB -> 2PB after conversion. kS o Ephy

* Generally smooth operation. 00
* Details see: https://doi.org/10.1007/s41781-  **F
020-00045-9 oE
* Operational experience identified areas 20F-
for improvements over long shutdown 1. 100 =

Commissioning Spring 2012 Aulumn 2019 Spring 2020 Aulumn 2020 Spring 2021 Aulumn 2021 Spring 2022

Run Period
Last Updated: 2024-10-21 11:06:1%
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https://doi.org/10.1007/s41781-020-00045-9

@ Goals of Update

Preparing for future high data rates.

* Increase transfer efficiency.
* Copying large custom format and converting to smaller ROOT was inefficient.

* Improve robustness and scalability.

 Communication between online and offline system was infrequent.
* Delays in starting transfers.

* Upload to grid performed by single process.

* Reduce load on online storage.
* rsync for transferring files places load on source server.

2024-10-23 8



Communication . :Data Transfer

Online Storage (Custom data format)

Online Storage (ROOT)

Online
Database

http by

DIRAC Aievnts

Multiple
DIRAC Agents

Offline

Conversion
Database

to ROOT

Single DIRAC
Agent
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Design of Upda
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Communication , :Data Transfer

Online Storage (Custom data format)
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Online-Offline “Handshake”

Handshake initialisation. Communication
* Find new runs to transfer in online database. Online
* Pre-transfer checks: Database

e Detect issues with data before transfer starts.
* Quickly inform experts to investigate issues before they propagate. gl |§
* |Issues raise alert, but transfer of good data continues.

* Insert new runs into offline database.
Handshake Close
* Check integrity of transferred data using checksum. %

 Set flag in offline database to indicate 2 offline copies.
e Checked by the online system to allow cleanup of online storage.

Offline
Database

2024-10-23 13



@ BelleRawDIRAC Upgrade -

Parallelisation

Online Storage

* BelleRawDIRAC performs transfer from
online storage to offline initial storage 1 1

NOW. Multiple DIRAC Agents
Transfer (http

* DIRAC agents that perform upload now
parallelised.

e Can scale with number of storage servers.
Initial Offline Storage

Multiple DIRAC Agents
Upload

2024-10-23 14



@ BelleRawDIRAC Upgrade —

Rucio Integration

* Belle Il grid moving to Rucio to store metadata.
e Talk at CHEP2022: https://doi.org/10.1051/epjconf/202429501025

* All raw data metadata now sent to Rucio.
* Scalable with usage of bulk registration API.

* Improved tracking of replication status thanks to better Rucio
Integration.
Metadata

Registration §

File
BelleRawDIRAC Registration —

\ Replication / RUCIO

status
2024-10-23 15
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https://doi.org/10.1051/epjconf/202429501025

@ Operation in 2024

* Updated system was put into production from Feb. 2024 for the start
of Run 2.

¢ > 2 5 OT B Of ra W d ata t ra n Sfe r re d . Successful transfers volume per destination (aggregation)

* Very few issues with system.

250TB

. fulind '
zlrjg glees rSn;J v:/?th edtaetcz: Iggfcr:rgss ransfer. *°™ "|||||||||?||}||IM““““WW“W“““HW

. . e . 150 TB |||||||||"""
* Significant decrease in delays. il
o ]
il
50TB il
anil
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0GB il
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BNL-TAPE-SE CNAF-TAPE-SE DESY-TAPE-SE IN2P3CC-TAPE-SE == KIT-TAPE-SE

== UVic-RAW-SE
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* Time between run end and having 2 offline copies.

Time to Transfer Offline

* Median: 310 mins -> 26 mins.

e Almost all runs stored offline within 2 hours now.

2022 Spring 2024 Spring
100 100 O
AL O]
5 \ \ b V\ 7 @ Most delays due
3 ., w‘ 3 . © to individual runs
= medlan = with issues.
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2022/02/28 2022/03/20 2022/04/09 2022/04/29 2022/05/19 2022/06/08  2022/06/28 2024/02/18 2024/03/09 2024/03/29 2024/04/18 2024/05/08 2024/05/28 2024/06/17 2024/07/07
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* Time taken to complete replication to final storage on grid.

e Median: 7 hours-> 1.5 hours.

e Most runs replicated within 5 hours. Outiers arise from
2024 Spring specific issues at

Time to Replicate to Grid

2022 Spring .
| individual Belle Il RDCs.
\ .
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Date run recorded Date run recorded -

2024-10-23



©

* The Belle Il Raw Data Transfer System moves raw data from near the
detector to final grid storage.

Summary

* During the long shutdown period significant improvements were
made to the system.
* More size efficient file format.
* New, more scalable and timely online-offline communications system.
* Improved scalability of our DIRAC extension.
e Better integration with Rucio.

* In production since Feb. 2024.
* Improvements in both transfer times and reliability.

2024-10-23 19
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e Data transfer initiated by ‘list-send’ system.
* Each online storage server periodically sends text file listing files to transfer.

Raw Data Transfer System — Pre LS1

* Data from online to offline initial storage via rsync.
* Files are converted from SROOT to ROOT format.

* Files registered in BelleRawDIRAC (DIRAC extension).

* Uploaded to KEK permanent storage.
* Replicated to RDCs.

* Send text file back to storage server, informing data copied.
* Once online storage server confirms copied, start cycle again.

2024-10-23 21
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Raw Data Metadata

Run Metadata
. File Metadata File Metadata File Metadata
Online db

(postgres) > (MysQL) > (MysQL) Datablock Metadata
Dataset Metadata

Offline db DIRAC db

Data Groupings

Physics: ! DIRAC (Rucio):
Run: Data gather period (up to 8 hours) == R » Dataset (container): All data in a run.
Fles oo | Datablock (dataset): 17B grouping
......................... > Files (fl|e)

2024-10-23 22



BelleRawDIRAC - Detailed

Active

Search the file in
HLT STORE

File found

Limits of

Yes attempt ?

Transfer
file to
KEKCC?

Yes

Yes

’ Registered J

Alert to experts Yes

Replicated?

To both
RDC’s?

Search the file

Error )

No —4{ Not Found ] [NotRepIicated}

To Tier1

New files
found ?

No
Attempts +1

H No 1
Attempts +1

Files in

- Upload to
waiting

KEK-TMP-SE

Uploading

Register in
AMGA

Register in
RFC

No
Attempts +1
Uploaded ?
Yes

P Limit of
Limit of
Yes { NoMetadata ] [ NotinAMGA } Yes otk g8 | timeout ?
(24hrs) . : (24hrs)
|
: I
1 '
1
Get embedded [ NotUploaded ] [ NotInRFC ] !
metadata i i
: No : Yes
1 1
No B Registered [«-'
Medata
found? —l |
Yes Yes Yes
Yes | |
No Limtsof \ _ ~ ________ Limits of _
attempt ? v attempt? /| 0 emmeoo-- Limits of
' ! attempt ?
No No

2024-10-23

23



@ Operational issues - selected specific

Issues

o #6,#21: A mix of global and local run files (e.g. debug and trg) produced

for a single run.
o Manual cleanup of the extra files (by DAQ expert) and database(s) was required.

o H#12, #20, #22: runs were not initially transferred, as they were not marked

as ready to be transferred.
o Notified DAQ expert, and fix by them allowed for the transfer of files.

o« #13 and #16: wrong run type.
- #13:(30/2068, 30/2069) set as cosmic, intended to be debug.

m Runs were not transferred due to another issue - allowed the run type to be fixed.
> #16:(30/2455) set as debug, intended to be physics. All other setting were
correct for physics.
o It was possible to change the run type, and transfer/process as a physics run.
- Reminder: Once a run has been registered on the grid it is (almost) impossible to
change the run type.

24


https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/6
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/21
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/12
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/20
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/22
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/13
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/16
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/13
https://rundb.belle2.org/webview/run/30/2068
https://rundb.belle2.org/webview/run/30/2069
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/16
https://rundb.belle2.org/webview/run/30/2455

Operational Issues - Turnaround time

e Time taken to secure run (2 offline copies, DAQ can clean HLT STORE) from run stop.
o  physics runs, exp 30-33: mean: 33 min, median: 26 min.

6.94 days 33/312 (#20)

 30/1895(#12)  S0/2455(#6)

@ 30/3079-3087 !
16.7 hours @ Issue on STOREOS :

prevented files being ready
#15 to send.
@ 30/2835 (ﬁﬁ) :
67hoursSs__2 ~ - - - - T - - T —- -~ @“ — == == === === == = = -;r————2hours
N R RO, e P AN LR s 3T e TG A TR e L
r [ L -. . L §- & f = '= a [ t. R . ﬁ,ll h? =“‘ 1 }-L :Il.’i r .
1o TR R BRE T 4 - SRR IR R AR B I medir
e L ¢ ! ."-:' T pagy B L 3 . .I' .{ ‘_"11.'? st . L | r .. . ] L : -.';l »e '.i H
. [ - " « " & L % s 3 - ?.- -, --'-f " . { « YoIF -y
10 min = . S — =y = ~ : oy " o N vas? : [ I
& " . IJ o ny & rJ . v = E . i - .

1 min

02/20 02/28 03/07 0315 03/23 03/31 04/08 0416 0424 05/02 0510 0518  05/26

08/03 08/ 06/19 06/27
== Turnaround Time Mean: 33.2 min
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https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/20
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/18
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/16
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/12
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/15

Operational Issues - Turnaround time

e Delays were caused by issues with a run being detected by the handshake protocol, or a run not
marked as ready for transfer.
o Later runs were not delayed.
6.94 days 33/312 (#20)

. 30/1895(#12)

@ 30/3079-3087 !
16.7 hours @ Issue on STOREOS :

prevented files being
merged.

30/2455 (#16)

1.67 hours

10min 4

1 min .
02/20 0228  03/07 03Ms 0323 03/ 04/08 0416 0424 05/02 05/10 05/18 05/26 06/03 08/ 06/19 06/27
== Turnaround Time Mean: 33.2 min 26


https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/20
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/16
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/12

o  Start of transfer until 2 copies secured.
o Mean: 8min, median: 6min

e Only a few minor delays due to issues with the transfer system
6.94 days

16.7 hours

#15 30/2835 (#18)
Issue with slow speed of Delay due to
connection issue in

2nd copy transfer.
BelleRawDIRAC

1.67 hours @

————— . —-—————————————|——————.———————
10 min ,_.rf ;'-ui'.-.l. :‘; |:"" 2 7 '""w._ -.1' %
E :'EF ""l"-; .l"h#:fg!‘.‘f_hﬁ’l' ﬂ'}{r "' _l-_ “,}iﬁ’f‘ ‘m'i'ﬁ!:{'

1 min

02f20 02/28 03/07 0315 03/23 03/31 04/08 0416 04/24 05/02 0510 035/18

== Turnaround Time kean: 788 min

Operational Issues - Transfer time

Time taken to transfer 2 copies of each run offline. physics runs, exp 30-33.

33/312 (#20)

Issues found with run
after transfer initiated
(not detectable by

handshake).
—————————————— 30 mins
’ '
|='!"‘" Do, ” . T 3 -
% f_} :'7- fe o o g . r
i a:-::f_,_._-_r::‘l-—!ﬁ% median

08/03  06/M 06/19  06/27
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https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/20
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/15
https://gitlab.desy.de/belle2/computing/core-computing/operations/incidents/-/issues/18

Daily Data Volume
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Transfer Bandwidth

GPFS Write /A

10 GB/s

0B/s
09/01 09:00 09/01 21:00 09/02 09:00 09/02 21:00 09/03 09:00 09/03 21:00 09/04 09:00 09/04 21:00 09/05 09:00 09/05 21:00 09/06 09:00 09/06 21:00 09/07 09:00

Total Write Max: 6.71 GB/s Avg: 549 MB/s




Upload Bandwidth

GPFS Read A\

40 GB/s

35 GB/s

30 GB/s

25 GB/s

15 GB/s

10 GB/s

0B/s
08/21 08/22 08/23 08/24 08/25 08/26 08/27 08/28 08/29 08/30 08/31 09/01 09/02 09/03 09/04 09/05

Total Read Max: 14.7 GB/s Avg: 953 MB/s




) Raw data size by Experiment and
Run Perioa

Total Size of Raw Data ROOT Files by Experiment Total Size of Raw Data ROOT Files by Run Period
FQ — EQ =
= : [ debug = : [ debug
@ 8O0 [ 1beam @ 8O0 [ 1beam
i - []cosmic i - []cosmic
g 200 — Il physics % 200— Il physics
[m] : [m] :
600 — 600 —
500 — 500 —
400 400
300 300 —
200— 200
100 1005
ok ok

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32

Experiment
Last Updated: 2024-07-26 17:17:01 Last Updated: 2024-07-26 17:18:23
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The status and trend of the different stages of the data transfers.
» Task 1: If we are taking physics runs, the Data Transfer status is “ON", and these numbers show no

ITorin g m!‘wjﬁr?:mp:?tiﬁlltt“ﬁ?bggvufltpp"'hpd”b‘“g are not registered on the grid, and
o Updated monitoring
page available, and
updated instructions.
e Check if connection is
down between
Tsukuba Hall and

The connection status
between the HLTs and
KEKCC.

* Task 2: If the status for
any HLT is DOWN and
the HLT is included in
data taking, please
report this.

Note: HLT12 is masked

here for Run2024ab.

K E KCC The time taken to
‘ transfer a run to
. L e KEKCC.
o C h ec k If fre e H LT How long it would take to completely fill the HLT STORE with continuous data * Task 4:If this is
. taking, assuming no transfers and thus no clean up take place. above 1 hour for any
STO R E S pa cels This will be a large number for (early) Run 2, but will become increasingly run please report this.
important as Belle Il reaches full luminosity.

beco m | ng d a nge rous Iy * Task 3: Please report if this number is less than 1 week (this is not expected

) to occur during Run 2).
low (not expected in

R 2 How to report: send an email to comp-b2cc-ops@belle2.org, and post a comment in
un ) #daqcore in rocketchat. Do not make a phone call.

https://confluence.desy.de/display/Bl/Belle+Il+Operation+Mat
32


https://confluence.desy.de/display/BI/Belle+II+Operation+Manuals
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