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Motivation

The upcoming high-luminosity phase at the CERN Large Hadron Collider (LHC) and at future accelerator facilities will require an increasing amount of computing resources [1].
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Corrections

Subconveners

° The main idea is to develop analysis workflows where the users
can have access to distributed computing on geographically
separated resources in a transparent way
° The Italian ICSC is building a network of distributed resources to
be made available for the entire scientific community )
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