Deployment of inference as a service
at the US CMS Tier-2 data centers

Computing Demands

* |_arge computing demands for HL-LHC, but CPU performance increases
expected to be limited [1]

50000

. CMS Public
- Total CPU
2022 Estimates
—— No R&D improvements
-@®- Weighted probable scenario
== = 10 to 20% annual resource increase

Total CPU[kHS06-years]
= N ) =
o o o -
o o o -
o o o -
o o o -

0

| | | | |
2027 2029 2033 2035 2037

Year

| | |
2021 2023 2025

* Recent performance improvements in coprocessors rather than CPUSs
* Tradeoffs between flexibility and efficiency

ASICs

* Heterogeneous computing: make best use of each processor type

Inference as a Service

* SONIC: Services for Optimized Network Inference on Coprocessors [2]
O Design pattern for inference as a service in experiment software

Traditional direct CPU->GPU connection:

* Build on industry technologies: gRPC, e 5

Nvidia Triton inference server
* Advantages:

O Isolation: factorize ML frameworks
out of experiment software

O Simplicity: client code only handles
Input/output conversions

O Flexibility: CPU-GPU ratios can be
adjusted dynamically

O Efficiency: optimize CPU-GPU ratios to
ensure full usage (minimizes cost)

O Portability: use CPU, GPU, FPGA, etc.
with no client-side code changes

O Accessibility: use remote coprocessors
If none available locally

E Too few models or cores = Narrow “sweet spot” in
underutilized GPU terms of models or cores

o

Too many models or cores
= oversaturated GPU
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Inference as a Service:

2,

Adjust the number of GPUs per
client-CPU core to get as close to the
“sweet spot” as possible

AMD GPUs
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e V100 (3268 ~ | usage, using important CMS ParticleNet [3]
— —— Nvidia A30 | - algorithm

- —— Nvidia A100 (40 GB i
S { « AMD MI100 has superior throughput to

| several existing GPU types (even A100s at
smaller batch sizes)

| * AMD GPUSs can be accessed through the
| Triton server using a custom backend:
L dedicated Instructions loaded by server via
sacnsze  Python (or compiled into shared library)
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Architecture at Purdue T2

 Server discovery through official site configuration

* Prevent connections to saturated servers based on queue latency
* |_oad balancing via Envoy Proxy

e Autoscaling via KEDA (Kubernetes Event-Driven Autoscaling)
 Configuration bundled into Helm chart to deploy at other T2 sites

Purdue T2 Kubernetes cluster (Geddes)
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Scaling and Load Balancing

GPU utilization per Triton server
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Run 3: Transformers

* CMS Run 3 mintAOD processing now
Includes Particle Transformer (ParT) [4],
successor to ParticleNet

 Factor 10 speedup demonstrates
advantages of batching

O Dynamic batching (combining requests
from different threads/jobs) only -
possible via SONIC/Triton! i

* Overall mintAOD workflow speedup: DTN
33% w/ ParT on GPU through SONIC Batch size
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