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Role of the accounting in WLCG
• WLCG counts around 1.4 million CPU 

cores spread over 170 data centres
• Increasing demand for computing 

resources (CPU, ARM, GPU) 
• Need of the reliable accounting:
• The understanding by experiments and 

other parties of what computing resources 
are available, to allow experiments to 
use them appropriately
• Reporting the computing resource 

consumption from the site perspectives 
to sites, experiments, WLCG and ultimately 
the funding agencies
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Main objective of this work

Understand how a server 
performs when running 

HS23 on multi-core job slots

In-depth analysis of the 
actual versus declared 

computing site capabilities
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Some Definitions
• Corepower value of a server is the HEP-SPEC06 score per core

• Transition from HS06 to HEPScore23 in April 2023
• Corepower reported by sites (declared corepower) is 

the weighted average of different corepowers of given 
CPU models available at the site (or queue)

• Essential metric to understand the computing 
capabilities based on the specific hardware

• Comparison of corepower declared by sites in ATLAS-CRIC 
with runtime corepower based on HS23, measured via the job 
submission infrastructure of the ATLAS experiment

• PanDA Queue (PQ) – PanDA Queue is a concept on the PanDA 
WFMS of grouping and configuring a set of resources needed 
for processing workflows

Natalia Szczepanek (CERN) 4CHEP, Kraków 2024

corepower_runtimesite =
∑xon cpu

wx ⋅ corepower_runtimesite
x

∑xon cpu
wx

https://atlas-cric.cern.ch/


• Runtime corepower per site:
• For each CPU model on each site calculate the weight as:

• For each site calculate the weighted average 
(using available benchmarking CPU Models):

• Relative change:
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• Runtime corepower per site:
• For each CPU model on each site calculate the weight as:

• For each site calculate the weighted average 
(using available benchmarking CPU Models):

• Relative change: 
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• Runtime corepower per site:
• For each CPU model on each site calculate the weight as:

• For each site calculate the weighted average
(using available benchmarking CPU Models):

• Relative change: 
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HEP Benchmark Suite with Plugins

Timeseries data
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• The suite is an orchestrator of multiple 
benchmarks. The suite incorporates metrics such 
as machine load, memory usage, memory swap, 
and notably, power consumption
• Suite Plugins:

• Run alongside benchmarks
• Flexible modification and addition 

of collected metrics

• HEPScore23 (HS23) - The official HEPScore 
configuration composed by 7 workloads 
from 5 experiments 

https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite
https://w3.hepix.org/benchmarking/how_to_run_HS23.html


Submission 
Infrastructure

Automated submission of HS23 via HammerCloud and PanDA
Infrastructure:
• PanDA, HammerCloud, Rucio, ActiveMQ, 

OpenSearch, Elasticsearch, Grafana, Kibana…

ACTIVEMQ

Source: https://link.springer.com/article/10.1007/s41781-021-00074-y/figures/6

Other workflows – not ATLAS related

ATLAS ES
index: job* ATLAS ES

index: hepspec*
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https://hammercloud.cern.ch/hc/
https://bigpanda.cern.ch/
https://bigpanda.cern.ch/
https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSHammerCloud
https://rucio.cern.ch/
https://activemq.apache.org/
https://www.elastic.co/elasticsearch
https://link.springer.com/article/10.1007/s41781-021-00074-y/figures/6


Probing 
job slots

• Each site has servers with a variety of CPU models 
and number of cores (256, 128, 64…)

• We are running the benchmark injecting the HEP Suite script 
as a normal experiment job running inside the PILOT Apptainer

• We probe multi-core job slots (8 cores)

SERVER

Metric Collection
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Analysis
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*Analysis is done per Site
 Site can contain many PanDA Queues, therefore few data points can be visible



Systematic Uncertainty
1. HS23/HS06 scaling 

2. Calculating average over measured runtime HS23 probes

3. Some CPU can switch between HT ON / HT OFF

4. The performance vs load variation

5. Calculating weights

→ Threshold: considering critical only discrepancies > ± 25%
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Relative change for different ATLAS sites
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32% sites with discrepancies over 25%
Where does it come from?



Relative change for different ATLAS sites
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Hypotheses:
1) Queues are over or under loaded
2) Declared corepower is wrong
3) Mix of both



Relative change for different ATLAS sites
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1) Check the load of the machines using plugins
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Individual approach to each case:
• Load of the machines has impact on the final performance
• Old CPU Models with high load can cause negative relative change
• ARM is more resistant for a load changes

Corepower vs Load
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ARMx86 x86



Loaded Range of Runtime Corepower

- For sites which runtime corepower is 
higher than declared, the cause could be 
that we are computing the average over 
the whole load range, whereas the 
declared measurements are done on fully 
loaded server

- Validation: we have evaluated the 
average score with data only at full load 
~1 (HT OFF) or load ~2 (HT ON)

- Results in the next slide
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HT ONHT OFF

*HT – Hyper-Threading
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Loaded Range of Runtime Corepower

No big changes in the results



Relative Change for Different ATLAS sites

2) Declared corepower is wrong
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Analysis of Corepower Values – Data Source

• 32% of the sites with discrepancies over 25%
• Queues with newer architectures suffer 

more from the wrong declared values (ARM)

• The declared corepower values from 
ATLAS-CRIC seem imprecise for some sites

• Discrepancies visible in and between 
different data sources

• Considering the site contributions and the differences 
between declared and runtime values, we found a 6% 
advantage in favour of the runtime performance
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Similar Studies – Similar Results

A comparison of HEPSPEC benchmark performance on ATLAS Grid-Sites versus ideal conditions 
                                                                                                                  by Michael Boehler

• Similar studies have been presented 
in ATLAS and at ACAT 
• “A comparison of HEPSPEC benchmark 

performance on ATLAS Grid-Sites versus 
ideal conditions “ (2022)

• Same type of discrepancies was found
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https://cds.cern.ch/record/2850802/files/ATL-SOFT-PROC-2023-001.pdf


Summary

• Successful implementation of automated HEPScore23 
submission via Big PanDA using HammerCloud 

• An approach to validate the declared corepower values, 
a cross-check with official accounting

Infrastructure

• Runtime/Declared corepower relative change 
suggest that there is a discrepancy between what 
performance is declared and what is the real, runtime 
performance

• Considering the site contributions and the differences 
between declared and runtime values, we found a 6% 
advantage in favour of the runtime performance

• The approach of measuring the runtime corepower allows 
to detect sites with large declared corepower discrepancies

• Discrepancies between different data sources 
has been found and reported 

Analysis
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Thank you!
Q&A
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Appendix
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HEPScore 
Documentation

Source: http://w3.hepix.org/benchmarking/

• How to run HEPScore 
• Table with HS23 scores 

declared by sites
HS23 table: http://w3.hepix.org/benchmarking/scores_HS23.html
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http://w3.hepix.org/benchmarking/
http://w3.hepix.org/benchmarking
http://w3.hepix.org/benchmarking/
http://w3.hepix.org/benchmarking/scores_HS23.html


Relative Change of Corepower VS Load
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Load per Physical Core

Relative Change vs Load per Physical Core for different ATLAS PanDA Queues

Hyper-Threading
ON
OFF



Infrastructure detailed list 

• HammerCloud - a testing system developed by CERN IT initially for ATLAS 
and then adapted to CMS and LHCb to run custom tests on Grid sites
• BigPanDA - the next-generation monitoring system of the ATLAS PanDA 

Workload Management System (WMS), which was developed in the ATLAS 
Experiment and brought into production in 2014
• CRIC - Computing Resource Information Catalogue, a unified information 

system for WLCG, which aims to facilitate distributed computing operations 
for the LHC experiments and consolidate WLCG topology information. CRIC 
also performs data validation and provides coherent view and topology 
description to the LHC VOs for service discovery and configuration
• ATLAS-CRIC – ATLAS CRIC dedicated instance 
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https://hammercloud.cern.ch/hc/
https://bigpanda.cern.ch/
http://wlcg-cric.cern.ch/
https://atlas-cric.cern.ch/
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Test statistics

• Automated job submission every 3 hours 
on each PanDA resource via HammerCloud
• 154 PanDA Resources
• 250 CPU Models
• 29112 unique hosts 

• Over 300k jobs finished
• Each job: 8 core slot

• Median of job’s walltime: 81minutes
• HEPScore23 configuration with 1 repetition
• 0.05% of total walltime_x_core

data from: 07/04/23 – 09/09/24
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HEP Benchmark Project
HEPScore

• New High-Energy-Physics specific benchmark
• It has replaced HEP-SPE0C6 in 2023
• Open source
• Support for non-x86 architectures 
• Uses the workloads from the HEP experiments

and combines them in a single benchmark score 

HEPScore23 (HS23)
• The official HEPScore configuration composed by 7 

workloads from 5 experiments (3 ST, 4 MT)
• 1:1 normalization with HS06 for the reference CPU

Intel® Xeon® Gold 6326 CPU @ 2.90 GHz (HT=On)
• Runtime ~4h

HEP Benchmark Suite
• Orchestrator of multiple benchmark 

(HS23, HS06, SPEC CPU2017)
• Central collection of benchmark results
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