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Large High Altitude Air Shower Observatory (LHAASO) ﬁo\

® World largest air shower array(with e, m, water C detectors and C telescope) for the high energy y-astronomy and
cosmic-ray physics
® Construction completed in 2023 and interesting results came out:

= Highest y-rays from the Milky Way: 2.5 PeV
= 43 identified y-rays sources up to ~1 PeV =» PeVatrons in the Milky Way

= Energy spectrum of high energy y-rays from the Crab Nebula as the standard candle
® International Collaboration : Countries/regions:5, members:~300
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LHAASO Data Processing &

DAQ(~24 . e Resources
Gpbs)
| I (€ @ \ L = 30 PB Disk

e;e
Detector ‘ fngZ’e%f m 50 PB Tape
(~10000 On-site Data Center Ls)
Channels) (..5000 CPU cores, ~7 PB) = 18000 CPU cores
eServices
m Computing, Disk storage, Tape storage,
Network, Data Transfer
Center (LHAASO: e~11 PB increase up every year
® submitJobs g — | ~13000 CPU
m‘ ‘ r core, ~25PB
Disk, ~50 PB
Users Tape)
(~200)
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Distributed Computing Model for LHAASO G

e Tier model (similar with WLCG’s grid computing model)

= TO: IHEP
mT1: IHEP, Chengdu SC Center, Zhijiang Laboratory .
(IHEP)
m T2: collaboration sites /
N
e Systems and Services "

(IHEP) (Zhulang) (Chengdu SC)
m Distributed computing system
m Distributed storage system \\,
m Service and job environment (SDU) (YNU) (Others)

m Authentication and Authorization

m User interfaces (Heplob)
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LHAASO Distributed Computing (1) o

e Distributed Computing System

m Find and publish the remote computing resources to global side

m Dispatch the user job to remote worker node

e Components
= Global Pool
m Glidein Factory
m Glidein Client Tool
e HTCondor-C is also used

m Schedd server is different with
glidein pool

/” Glidein
Factory
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Global Pool

Job Queue

MatchMaker
& b Resources
PN, Pool
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LHAASO Distributed Computing (2) 9

e Distributed Storage System

Client
(Userspace, Kernel, FUSE, NFS, Samba, xrootd, s3, http, ...)

e XRootD Proxy

. S3 gateway http gateway ftp gateway
m A central way to read/write data from EOS
. UNIX tree view (Metadata)
® Pa rt I C I efs O r OC | O u d Dir Metadata File Metadata User, Permission,

Server Server Quota, ...

= A unified file system above multiple sites
Loosely coupled (throughULH

® R u C | O Storage space management and I/O optimization layer

Volume
server

Brick Volume Site

= A data management system to manage data

e First step is still using xrootd proxy

m Particlefs/Ocloud or Rucio would be the solution in future
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LHAASO Distributed Computing (3) - 2

e Authentication and Authorization — tokens Worker Node

m Kerberos token have been used in production

o Local cluster (>10 years) and Dongguan data center

eRunning Environment - Singularity 4 oadjsoftware )

m Container @

e User Interface - Heplob write| read

Commands [scratch or /tm
- — & singularity j
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Trying to Integrate Chengdu Supercomputing Center & *

e Resources provided from Chengdu Supercomputing Center
= >10,000 CPU cores and ~8PB Storage space

e The network link between Beijing and Chengdu was the big problem

m Chengdu SC does not allow the inner servers to connect with outside

e A 10-Gbps network link was established

m Cooperated with China Telecom Research Institute

m Deployed the hardware VPNs on both of centers
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Trying to Integrate Chengdu Supercomputing Center & *

e Supercomputing Express line is built by China Telecom Research Institute
m Aim to connect the supercomputing centers in China
m This is the first application
emmTTmmmem e Forwarding Forwarding

IHEP Server Server Chengdu SC

I/’ I Worker

Cluster §,/‘ . .
> i i
VS DI Storage
g ,,‘ {\ ks Cache
Storage ’ A

IHEPCC & NHEPSDC




Trying to Integrate Chengdu Supercomputing Center & *

e All involved services are deployed on the forwarding servers

m Forwarding servers are visible with each other via supercomputing express line

m HTCondor for computing / Xrootd for data access

e Forwarding Forwarding .o .

|HEP Server \\ ) . Server Chengdu SC

: II//II III i
Worker |

Nodes

SHE |

NP § i

Sw Storage
Cache

Supercomputing
Express line
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Data Access with XRootd G

e The disk data storage is mounted on the xrootd server

m Currently the data is manually transferred from IHEP to Chengdu SC via xrootd

e The file directories keep same structure on both sides

"""""""""""""""" xrootd client T T
IHEP xrootd servgr ) Chengdu SC
= S E
/ § ‘ '/ ' ’ i
Worker

Supercomputing
Express line

Nodes
SHE |
P § i

>
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N> >
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': ‘\ "o Cache
,/I \\ §

Storage
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Computing Solution — HTCondor &

e Job schedule: condor-c & condor-g

m |[HEP HTCondor -> Chengdu HTCondor -> Slurm

HTCondor -> Slurm ------------=m-mmmmm oo
Chengdu SC

o |
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Software Synchronization & <y

e Software is synchronized from IHEP side to Chengdu SC
= /cvmfs is mounted on forwarding server, where the lhaaso software stores
m The software files are transferred to the local storage on Chengdu SC forwarding server

m The directories on Chengdu SC keep same with /cvmfs

e Forwarding Forwarding
IHEP Server . , Server Chengdu SC
> | s A b |
i —_— § : ! %‘ S i Q
i | i j | \ SEOSESFT worker
| | Supercomputing | - Nodes
i i Express line : SHEES
< E SPSPS '
i > < i i i\/‘ i
a {5 : | o :
1 3 = = em mm e e == == — = === N 1
| S | "y Storage
\ X : ‘ < Cache s
Storage
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Cert&Auth with Kerberos Tokens G <

eKerberos tokens for jobs and other services

Glidein Jobs Remote Job Queue

O (@

m Kerberos token is using in LHAASO local cluster

m Access data from xrootd server with Kerberos

.

m Possible for other services

eCurrent solution is to transfer token credential as a normal input file

Submit Side Execute Side

transfer_input_files = /tmp/krb5cc_10634 $ Is /var/lib/condor/execute/dir_6412/
+HepJob_KRB5CCNAME = "krb5cc_10634" condor_exec.exe _condor_stderr _condor_stdout krb5cc_10634 tmp var

|
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Job Test

e Job schedule: condor-c & condor-g
m |[HEP HTCondor -> Chengdu HTCondor -> Slurm
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Data Test

® guocq@ccopt.ihep.ac.cn:22

[1.398GB/2.441GB][ 57%][

e Data Transfer: xrootd = | O

1[ ; [10.79MB/ [1.96468/2.441u8][
DJP][ J[1e.7MB/s] [992MB/2.441GB][ 3
4416B][ 44%][ 16 /s]

m Transfer speed is above 1GB/s [ T

[root@ocloud ~]#

[root@ocloud ~]#

1[6.1MB/s]
B/

] [root@ocloud ~]#

1[9.988MB/s]
1[7.901MB/s

[root@ocloud ~]#
1[8.547MB/s] [root@ocloud ~]#
7GB/2.44lGB]L 6 > 1[9.988MB/s]
16GB/2.441GB][ 62%
75GB/2.441GB][ 56
r_.]=‘¢

1MB/s]

.547GB/L.~410b1[ 63 .839MB/s]

B/2.441GB][ 45%][ 1[7.006MB/s]
cloud ~]#

GB/2.441GB][ 52%][ 1[8.149
[root@ocloud ~]#
[root@ocloud ~]#

cloud ~]#
/ 1[7.4
1[6.112M
2.441GB][ 56
441GB][ 45%
2.441GB][ 56 . / [1.453GB/2.441GB][ 59%][==
.441GB][1e@!
441GB][ 57 1[8.468M
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Summary G

o LHAASO is building the distributed computing system to handle the big scale of
data processing
m Supercomputing Center can contribute computing and storage
e LHAASO is trying to integrate the Chengdu Supercomputing Center to the
distributed computing system
= Network solution: Supercomputing Express line
s Computing solution: HTCondor-C & HTCondor-G Th anks ',
= Data solution: Xrootd

e Problem and Next Plan Q&A

= To develop a real-time data transfer service and deploy it on Supercomputing side
= Investigate a proxy way to use glidein to publish the worker nodes from SC to Central Glidein Pool

= The network solution is too heavy now and needs a better one
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