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First image released from one SKA-Low station

▪ This is the first image and video from 

observations using one complete SKA-Low 

station, known as S-8, produced only 18 months 

after the start of construction activities on site, 

and five months after the first antenna was 

installed. 

▪ The completion of a station means not only 

assembling and installing the 256 antennas, but 

also integrating them with all the computing 

systems behind them. 

▪ The video shows a 24-hour observation, with 

the Milky Way rising and passing overhead during 

the night time hours. 

Some other bright radio sources are marked, 

including the galaxies Centaurus A and M87, and 

the Sun is also visible during the day. 
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https://www.youtube.com/watch?v=zakuQ1-QrGg

SKA Observatory

https://www.youtube.com/watch?v=zakuQ1-QrGg
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The SRC Network
▪ The need for a network of SKA Regional Centres formed around ~ 2016:

▪ Distributed compute, storage and expertise to store, process and disseminate data to the communities
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LHC/WLCG SRCNet

Cern + 
Experiements

~ SKAO + SKA-MID 
+ SKA-LOW

WLCG ~SRCNet

GridPP ~UKSRC

A Naive mapping between 
LHC and SKA 

Don’t take too literally 

We will develop and deploy a collaborative and federated network of SKA Regional Centres, globally distributed 
across SKA partner countries, to host the SKA Science Archive. The SRC Network will make data storage, 
processing and collaboration spaces available, while supporting and training the community, to maximise the 
scientific productivity and impact of the SKA.
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SRCNet Timeline
▪ SRCNet timeline as mapped to the construction roadmap.

▪ Increased capabilities; then scale out
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SRCNet Top-Level Roadmap Resource Requirements (2023)
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* Specific numbers out of date – but the shares and the broad ramp up remain instructive 
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SKA Regional Centre Broad Distribution: Fair Share, 

AA4 data rates

ASIA

AUS

EUROPE

UK

CAN

SA

• Roughly, 6 global zones 

of equivalent size 

(Canada smaller)

• Distribute two base 

copies of each data 

product to different 

regional centres

• Average incoming rate 

per (20%) region not 

more than 2x40 Gbit/s = 

80Gbit/s (~2x12 Gbit/s 

for Canada)

• Average 100 Gbit/s out 

of SA and AUS

• Actual bandwidth 

available much greater

e.g. if average 100+100 gbps from each of mid and low, a 10% partner receives 40gbps data (400 
TBytes per day, 140 PBytes per year)



The Global Research & Education Network

With thanks to Lars Fischer from Nordunet



More on the network
▪ Network expected to ingest ~250PB/year from 

each of mid and low - ~500PB/year

▪ Average ~100GB/s from each

▪ Then gets copied to second regional centre

▪ Comparable to one HL-LHC experiment

▪ SA (to London) and Australia (to Singapore) 

have theoretical capacity up to many TB/s

▪ Utilization must be paid for, but capacity is in place

▪ Overall the Global R&E Networks can cope

▪ Specific places may need further investment

▪ Some SRCs are in countries with good 

connections but may be at campuses that 

require upgraded connections

▪ Tony Cass mentioned that SRCNet has an 

NREN forum

▪ This is focused on technical work

▪ There is a new NREN Strategy group being 

convened to provide assurance on the global 

level capacity questions.

▪ Also talking to WLCG and other communities

▪ SKAO will host next LHCOPN-LHCONE meeting 

in Manchester early next year

▪ SKA benefits hugely from the collaboration 

between WLCG and NRENs over the years



AAI Design & Data Management and Movement

▪ AAI Design & prototyping

▪ UK has been running a dedicated Indigo IAM instance for SRCNet prototyping 
work for two years

▪ Also working on token based federated AAI design to meet final requirements 
SRCNet

▪ Do not want single central token issuer (resilience and latency concerns)

▪ Central attribute authority (manage group memberships etc) run by SKAO

▪ Also needed for eg telescope time etc.

▪ Network of proxies (one in most regional centres) to provide resilience and 
performance

▪ Identifying development requirements

▪ Distributed Data Management

▪ See Rose Cooper’s talk in Track 1

▪ “FTS as a part of the SKA data movement pipeline”

▪ https://indico.cern.ch/event/1338689/contributions/6010770/

Two particular areas where SRCNet is benefiting from WLCG’s experience



Summary
Moving to first operational phase

 Staged deployment of both instrument and global compute infrastructure

 Establishing infrastructure management and operations teams across partner sites
 Procuring and deploying compute and storage resources
 Establishing security policies etc.
 Development work moving on to next phase

Looking forward to 

 Establishment of technical capabilities at SRCNet nodes and across network
 New formal technical roadmap flowing from SKAO’s revised deployment roadmap

 We know 2023 technical roadmap is out of date
 Coordination with other communities

 For example, during upcoming WLCG data challenges
 Much to learn and contribute on network management/monitoring



Questions

See also James Walder’s talk at 16:15 today in 

Track 7 on the UK role in the deployment of SRCNet
https://indico.cern.ch/event/1338689/contributions/6011575/
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