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The European 3rd Generation 

Gravitational Wave observatory

⚫ ET has been a pioneer idea that defined the 

concept of 3rd generation GW observatory:

◼ A sensitivity at least 10 times better than the (nominal) 

advanced detectors on a large fraction of the detection 

frequency band

◼ Wideband (possibly wider than the current detectors) 

accessing the low frequency band below 10Hz

◼ High reliability and improved independent observation 

capability 

The Einstein Telescope
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ET: how
⚫ Three detectors in a 

triangular structure 

(baseline design)

◼ Closed geometry allows the use 

of the null data stream

◼ Extra detector adds redundancy 

and makes up for the non-right 

60°angle

⚫ Each detector (“red”, 

“green” and “blue”) consists 

of two Michelson 

interferometers

◼ High-frequency and Low-

frequency

◼ Underground, cryogenic

⚫ Alternative 2L (15km, 

misaligned, non-colocated) 

configuration 
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⚫ Currently there are two 

candidate sites being 

characterized to host 

ET:

◼ The Sardinia site, close to 

the Sos Enattos mine

◼ The Euregio Meuse-Rhine site, 

close to the NL-B-D border

◼ A third option in Saxony 

(Germany) was also proposed 

and is under discussion

ET: where

Euregio

Meuse-Rhine

Sardinia

Saxony
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Looking for...

Transient sources:

⚫ CBC: Compact Binary Coalescence

◼ Binary Black Holes (BBH), Binary Neutron Stars (BNS), NSBH

⚫ Burst: Unmodeled transient bursts

◼ E.g., Core Collapse Supernovae (CCS, and anything else)

Continuous sources:

⚫ CW: Continuous waves 

◼ E.g., Asymmetric spinning neutron stars 

⚫ SGWB: Continuous stochastic background

◼ Cosmological  & astrophysical
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Enhanced sensitivity

105 BNS detections per year 

105 BBH detections per year 

COMPACT OBJECT BINARY POPULATIONS 

BINARY NEUTRON-STAR MERGERS  

BINARY BLACK-HOLE MERGERS  

 Sampling astrophysical populations 

of binary system of compact objects 	
along the cosmic history of the Universe  

ET sky-localization capabilities 

 

• 100 detection per year with “well” sky-localization 

< 20 sq. degrees 

• early warning of hours-minutes 

1	year	of	observation	
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⚫105 BBH detections per year

⚫105 BNS detections per year

⚫ o(100) detections per year with 

<20 deg2

⚫ Early warning by minutes (hours)
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⚫ Raw interferometer data don’t grow much 

with increasing sensitivity, but…

◼ 6×(and larger) interferometers

◼ Cryogenics, huge vacuum volume,…

⚫ What grows is the amount of useful scientific 

information embedded in data

◼ And the computing power needed to wring it out

⚫ The event rate scales with the third power of the 

range

◼ Today: 1 every couple of days during O4

◼ ET: one every few minutes, and staying much longer in the sensitivity 

band

⚫ Standard techniques and strategies will not scale

◼ In particular, CBC Parameter Estimation

◼ Estimating the needs is a task in itself

data and event rate

ATLAS

CMS

SKA

CTA

ET

Relative size of yearly 
archived data* 
in the 2030’s

*to say nothing of weather forecast, 

genomics, Earth observation, oil industry, 

GAFAM and everybody else
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Full bandwidth
raw

“Bulk data”
raw

• DAQ
• Monitoring
• Detector control
• Automation
• h(t) reconstruction

Reduced 
Data Sets

Uncalibrated 
aggregated h(t)

Calibrated
aggregated h(t)

Low-latency search 
pipelines

Alert generation 
system

• Sky localization
• Parameter estimation

Event DB

Alerts

Offline data 
processing

Derived data 
(E.g., SFT)

• Deep searches
• Precise parameter estimation
• Frequency-domain searches
• …

Online Low-latency

Offline

Three computing domains
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⚫ We need a (reasonably) functional infrastructure 

from the beginning

◼ To run Mock Data Challenges and develop algorithms, more about 

this shortly

⚫ ET will not work in a vacuum

◼ Cosmic Explorer project in the US: there will be a 3G network

◼ Other “multimessenger” facilities (Vera Rubin, LISA, SKA, CTA, 

ELT,…)

⚫ Distributed computing will be dominant

◼ For low-latency as well (offline/LL infrastructures boundary is 

becoming blurry)

◼ Maybe on a common infrastructure with other MM players, see next 

slide

⚫ Alert generation, management and distribution 

will be a challenge

◼ Much work already ongoing by Vera Rubin (brokers,…)

Boundary conditions
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An example of an extra challenge
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⚫ Work on new analysis techniques and strategies

⚫ Design a workflow to allow people to test them

⚫ Provide an updated infrastructure and tools to 

run them

⚫ Update the estimate of the needed resources

⚫ Evaluate the performance of the infrastructure 

and tools

What we need to do
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…

OSDF Cache
Instances

…
Pre-processed 
LVK data 

GWOSC 
Open 
Data

…and 
many more!

Custodial 
storage

OSDF
Origin(s)

h(t) & env. data distribution

Computing
Centres

Data
producers

Open Data

Raw data & h(t) managed copies

Pre-processed data (e.g., SFTs)
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The LVK “IGWN” infrastructure
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⚫ MDC as multipurpose tools

◼ Develop and exercise analysis code and strategies with increasingly 

complex datasets

◼ Build the data analysis community and bootstrap new groups

◼ Educate the community in the use of common distributed computing tools 

and best practices

◼ Iteratively test the distributed computing infrastructure

⚫ Mock Data Challenge 

◼ MDC1: provide data distribution layer, adopt “all-comers, bring-your-

own-workflow” model and survey the activities

◼ MDC2: provide (a set of) prototype tools for workload management etc. 

and impose some (more) structure

◼ MDC3…n: iterate

mock data challenges
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⚫ Independent packaged parts of the final 

architecture

◼ Providing limited functionalities, possibly some as mere 

demonstrators

◼ But actually to be released to users (i.e., they MUST be 

functional)

◼ Different implementations may exist, with different 

tools/technologies used to provide same functionality

◼ Integration of existing tools, with little bespoke developments, 

to map “kits” onto small(ish) projects

⚫ Examples:

◼ ESCAPE Datalake + RucioFS for data distribution

◼ SnakeMake evaluation 

◼ ESCAPE Datalake + VRE interactive data analysis environment

◼ OSDF + INFNCloud interactive data analysis environment

◼ Multi-architecture evaluation platform @ETIC 

◼ HSF rich metadata tool integrated with data distribution tool

Workflow evaluation kits
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Oscars projects

⚫ ETAP (Université de Genève)

◼ Access to multiple ESCAPE Data Lakes 

(managed by MADDEN).

◼ Rich metadata service integration

◼ Access to multiple rich metadata instances

◼ A lightweight CRM service monitoring the VRE

⚫ MADDEN (INFN-Torino & Université Catholique de 

Louvain)

◼ Multi-RI Data Lake managed with Rucio.

◼ Development and test of RucioFS (a POSIX view of the Rucio 

catalog)

◼ Extend RucioFS to support advanced metadata (provided by ETAP)

See Lia’s talk on Wednesday: 

https://indico.cern.ch/event/1338689/contributions/6010882/
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⚫ The path to a working Einstein Telescope detector 

is still very long

◼ But the multimessenger community is already moving

⚫ Many parameters of the computing model are still 

unknown

⚫ We, however, need an infrastructure right away

◼ To support Mock Data Challenges and develop analysis tools and 

strategies

◼ To evaluate the missing parameters

◼ To gradually produce the final infrastructure both for offlina 

and low-latency activities

⚫ We have a strategy based on starting from what’s 

used now by the 2G GW community

◼ And evolve it starting from other existing tools and ESCAPE 

developments 

conclusions
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Thanks!

Next: Spare slides
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