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For a long time, I've wanted a “StackOverflow for HEP" 4

PyHEP 2019: | tried to
get everybody to use
StackOverflow, with tags
to carve out our space
within it.

Did you get a StackOverflow acco
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For a long time, I've wanted a “StackOverflow for HEP"

PyHEP 2019: | tried to JLab Future Trends 2022:  Analysis Ecosystem |l 2022
get everybody to use | acknowledged that it's and PyHEP.dev 2023:
StackOverflow, with tags not going well. Brainstorming sessions,

to carve out our space — never landed on a solution.

within it.

Did you get a StackOverflow account?

N credentials are a barrier, but most LHC experiments are here

> Slack: required invitation is a barrier; mostly developers, anyway

> Sta
no

w: good for cross-package discussions, but too diffuse in
world (when non-physicists answer questions, they're usually wrong)
» Scientific-Python org Discourse and Discord: options under consideration

>

NVIDIA.

We would benefit by converging on one and sending users to that single forum
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The current state of user-help across HEP software packages

Addressing the disadvantages: user communication

The problem is that we have too many ways to answer questions from users.

GitHub issues and discussions: best so far, but distributed per-package

Gitter: low-barrier chat, but also per-package

Mattermost: CERN credentials are a barrier, but most LHC experiments are here
Slack: required invitation is a barrier; mostly developers, anyway

StackOverflow: good for cross-package discussions, but too diffuse in
non-scientific world (when non-physicists answer questions, they're usually wrong)

vyvyVvyVvVyy

» Scientific-Python.org Discourse and Discord: options under consideration

We would benefit by converging on one and sending users to that single forum.

27/33
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The ROOT Forum does not have this problem

./ ROOT

Data Analisis Framework

lca!egnr\es » ‘ tags » Latest New (6) Unread (1) Hot Categories FAQ

Topic Replies

@& * Newbie forum for when you're not sure

B News

If you're new to ROOT, C++, data analysis etc, and you hesitate to 2
ask your question, then please ask it in the Newbie section, where

nice people help and we have special rules to be more welcoming.

Don't hesitate, jus... read more

& ¥ Welcome to the ROOT forum!

B News

ROOT is the tool of choice for analyzing, storing and graphing High
Energy Physics data. Use this forum for getting help on ROOT or
discussing its features, including math, cling, graphics, or the 1/0.
For documentatio... read more

S)

+ New Topic

Views Activity

17.9k Sep 2018

7.9k Jun 2016
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For documentatio... read more

» It's easy for newcomers to find, and ROOT team ensures that there's always
someone “on shift” to answer questions.
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ROOT is the tool of choice for analyzing, storing and graphing High
Energy Physics data. Use this forum for getting help on ROOT or
discussing its features, including math, cling, graphics, or the 1/0.
For documentatio... read more

7.9k Jun 2016

S)

» It's easy for newcomers to find, and ROOT team ensures that there's always
someone “on shift” to answer questions.

» Deep historical archive of past questions and answers.
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Similarly, IRIS-HEP Slack, Coffea Users in CMS Mattermost, and some GitHub
Discussions are very active. But the right forum can be hard to find, especially
for problems that span multiple software packages.
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Moving active communities is hard, and runs the risk of dispersing them instead.
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Similarly, IRIS-HEP Slack, Coffea Users in CMS Mattermost, and some GitHub
Discussions are very active. But the right forum can be hard to find, especially
for problems that span multiple software packages.

Moving active communities is hard, and runs the risk of dispersing them instead.

Better strategy: make an entry point that

» shows people where a question has already been answered
» leads people to the right place to engage with already-active communities.
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New monkey wrench

® ChatGPT ® StackOverflow .
Search term Search term + Add Companson
Worldwide ~ 11/22-10/16/24 ~ All categories ¥ Web Search ~

[«

o<

Interest over time @
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Can a Large Language Model (LLM) be a first responder, either to
answer questions or to send people to a forum where their question
can be answered or has already been answered?
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LLMs for HEP is a popular topic this year!

RAG /search Leveraging Language Models to Gordon Watts talk next talk,
Navigate Conference Abstracts: An here
Open-Source Approach
RAG/search AccGPT: A CERN Knowledge Florian Rehm, talk 20 minutes
Retrieval Chatbot Juan Guijarro, ago, rm 2A
Sofia Vallecorsa,
Verena Kain
RAG /search Docu-Bot: Al assisted user support  Jiri Chudoba poster maybe still
up, Lobby
code review Leveraging Language Models for Alexey poster Tue 3pm,
Enhanced Code Review in Particle Rybalchenko rm 4
Physics Software Development
domain-specific ~ Xiwu: A basic flexible and learnable  Ke Li, Siyang poster Tue 3pm,
chat-bot LLM for High Energy Physics Chen, Yiyu Zhang, rm 4
Zhengde Zhang
domain-specific  Boost physics study at HEP same authors + poster Tue 3pm,
chat-bot experiments with Dr. Sai Yipu Liao rm 4
general Large Language Models in Physics ~ Sarah Heim plenary Tue 1lamg


https://indico.cern.ch/event/1338689/contributions/6011147/
https://indico.cern.ch/event/1338689/contributions/6011147/
https://indico.cern.ch/event/1338689/contributions/6011147/
https://indico.cern.ch/event/1338689/contributions/6010661/
https://indico.cern.ch/event/1338689/contributions/6010661/
https://indico.cern.ch/event/1338689/contributions/6010735/
https://indico.cern.ch/event/1338689/contributions/6010676/
https://indico.cern.ch/event/1338689/contributions/6010676/
https://indico.cern.ch/event/1338689/contributions/6010676/
https://indico.cern.ch/event/1338689/contributions/6010731/
https://indico.cern.ch/event/1338689/contributions/6010731/
https://indico.cern.ch/event/1338689/contributions/6010732/
https://indico.cern.ch/event/1338689/contributions/6010732/
https://indico.cern.ch/event/1338689/contributions/6066662/

One more, not here at CHEP: “chATLAS”

chATLAS in Production

e  Since public beta launch ~2 weeks ago, there have
been almost 1000 queries to the assistant
e Around 40% of these appear (from human inspection)
to be decent answers
e The remainders are typically a refusal to answer due
to lack of context, meaning that our retrieval system
needs to be improved
e Already see improved context using Maximal Marginal
Relevance retrieval
e  Exploring:
o More sophisticated automatic prompt generation
o Passing query through ATLAS glossary
o More physics-friendly embedding models

chATLAS An Al Assistant for the ATLAS Collaboration

748 How can | download a fil with Rucio ?
749 | Are you working?

750 How can I store my anaysis data at 8NL 7
751 howcen

752 | how can 13dd roofitpoi

753 how can 12dd a poi n roofit

755 | How much data did we takeinthe year 20157
755 Wht sclation working poins are avaiabe for singe lepton t
757  how to create an elementink to an elscron

753 Whtis the Zprime partce in BSM theory?

753 1na Tag and Probe trigger, how s the topo cu (e, 30RAE) us.
760 In  Tag and Probe trigger, what happens i the prbe leg fais

761 In:3 Tag and Probe trigger, what happens if the probe leg fals

763 | What ae the main features of Atlas Inner Detector ?
764 | What are coherant prescale sets?

765 | Describe coherent prescale sets

766 | How long would it take to generate 1 milion ullsimulation e.
767 How long does the ATLAS fastchain event simulation take, per
768 How long does a fll delphes simulaton of one fll pileup even,
763 | How long does a ful dephes simulation of ne fullpileup even.

770 Fora run of the ATLAS experiment, how can | check i a defect

To download a file with Ruci, you can use the following commans
The provided context does not contain specifc information about whi
You can store your analyss data at &N by utiizing the BNL-0SG2_GR
‘m sorry,but the question seems to be incomplete. Please provide m{
m sorry, but the provided context from the ATLAS documentation a}
‘m sorry,but the given context does not provide information elated
What analysis was performed on the 2010 data i the ATLAS experime

8ased on the available context the document does not provide inforn

g points for includ
To crete an Elementunk to an eectron, you can ollow the example
The Zprime partici in BSM (Seyond the Standerd Model) theory is a
The information providd in the aailable context does not specificall
fthe probe leg fail all hypathesis steps in  Tag and Probe tigger it
i Tag and Probe trigger scenario if the probe g fils all hypothesi
What analyss was performed on the 2010 data with 33pb-1, and wh
The main features of the ATLAS Inner Detector include: - Improved ge
Coherent prescal sets ara groups of triggers withinthe ATLAS experi
Coherent prescale ses,aso eferred to as prescalr groups,were inr¢
2ased on the provided context it i not possibe to determing how lof
Sased on the provided context the document mentions that the ATLA
Based on the provided context it i not specified how long a full Dl
Based on the avalable content, | cannot provide a specific answer to

To check if a defect assigned to 3 rn for data quality purposesis tole{

IML Meeting, 9th April 2024
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| started this March: https://hep-help.org

O hep-help / hooray Q Type

+- oene@

<> Code (O Issues 1 % Pullrequests ) Discussions () Actions (O Security |~ Insights &3 Settings

Which versions of Awkward, Uproot, and Coffea align? #3 it

jpivarski started this conversation in General

Category e}
' jpivarski on Mar 6 Maintainer
General
I'm confused about Awkward 1 versus Awkward 2, Uproot 4 versus Uproot 5, and Coffea 0.7. Which versions of each package can
be installed with each other? Labels o]
Y None yet
@oe !

1 participant

1 comment - 1 reply Oldest | Newest  Top ")

hep-helperfbot] bot on Mar 6 Notifications

A Unsubscribe
Potentially useful sources You're receiving notifications because you're

watching this repository.
21 September, 2020: GitHub issue scikit-hep/awkward#430, Installing (and then importing) awkward1 on Windows

Score: 90 out of 100 & Lock conversation

iscussion

The conversation provides detailed information about the installation issues with Awkward 1 on Windows, including debugging - Transfer this
steps and solutions. While it doesn't directly address the compatibility of Awkward 1, Awkward 2, Uproot 4, Uproot 5, and Coffea £? Pin discussion
0.7, it does offer insights into version dependencies and potential conflicts. Look for examples of troubleshooting steps,
discussions on Windows installation, and the importance of compiling in Release mode to understand version compatibility and
potential conflicts between different packages.

52 Pin diseussion to General
(@ Ccreate issue from discussion

T Delete discussion
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https://hep-help.org

I'm sold on GitHub as the user-interface

A GitHub Actions bot, wired into GitHub Discussions/Issues. . .

>
>
>
>
>
>
>

is free of charge and already has a nice Ul (and CLI),

handles authentication and most of us already have accounts,

is not ephemeral /private: answered questions stay up for others to see,
can be commented on by humans (e.g. “Careful! The above is wrong!"),
symmetrically cross-reference any GitHub issues/PRs they link to,

is implemented in GitHub Actions, which can run any code,

which can securely access secrets, such as an OpenAl API key.
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handles authentication and most of us already have accounts,

is not ephemeral /private: answered questions stay up for others to see,
can be commented on by humans (e.g. “Careful! The above is wrong!"),
symmetrically cross-reference any GitHub issues/PRs they link to,

is implemented in GitHub Actions, which can run any code,

which can securely access secrets, such as an OpenAl API key.

The response can take up to a minute (much faster than a human responder).

Discussions or Issues? Discussions are threaded (3 levels) with up/down votes,

but Issues can ask users to fill out a structured form. )



How it works: using a Cl workflow to respond to user posts

ARG

name: answer—-query
on:
discussion:
types: [created, edited]

jobs:
answer—query:
name: answer—-query
runs-on: ubuntu-latest
steps:
- name: Git checkout
uses: actions/checkout@v4
with:
fetch-depth: 0
- name: Get Python
uses: actions/setup-python@v5
with:
python-version: "3.11"
- name: Install dependencies
run: |
python -m pip install \
-r requirements.txt

— name: Get vector store

shell: bash
run: |
export TAG="git describe --abbrev=0 --tags’
wget https://github.com/hep-help/hooray/ \
releases/download/$TAG/hep-help-db.zip
unzip hep-help-db.zip
name: Produce response
shell: bash
env:
OPENAI_API KEY: ${{ secrets.OPENAI_API_KEY }}
BODY: ${{ github.event.discussion.body }}
run: |
echo "$BODY" | python answer-query.py > ./text.md
name: Post response
shell: bash
env:
APP_PRIVATE_KEY: ${{ secrets.APP_PRIVATE_KEY }}
DISCUSSION_ID: ${{ github.event.discussion.node_id
run: |
echo "S$APP_PRIVATE_KEY" > ./key.pem
python comment-on-discussion.py
12/21



What remains to be done

» Gather documents from many sources: GitHub/GitLab, Slack,
(public?) Mattermost, Gitter, StackOverflow, Discord,
documentation websites, HSF-Training tutorial materials. . .

» Understand how LLM technology works to improve responses

» Streamline the user interface

» Advertise widely

13/21
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» Gather documents from many sources: GitHub/GitLab, Slack,
(public?) Mattermost, Gitter, StackOverflow, Discord,
documentation websites, HSF-Training tutorial materials. . .

» Understand how LLM technology works to improve responses

_ , (the rest of this talk)
» Streamline the user interface

» Advertise widely
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Possible workflow #1 \

human-readable embedding space
find nearest fill an LLM's answer question
matching context window with the documents
documents with documents in context

source documents > (semantically similar
text » nearby vectors)

human query same /
(question) embedding space

|

Retrieval-Augmented Generation (RAG):

An LLM is better able to answer questions if it has relevant information in its
(limited-size) context window.

Get information by passing documents and query through the same neural
network; in that embedding space, similar vectors are semantically similar text.

14/21



Possible workflow #2 \

human-readable embedding space
source documents > (semantically similar
text » nearby vectors)

find nearest

matching
documents

human query same
(question) embedding space

Just semantic search:

Maybe we don't need the LLM at all! If we can match a query to semantically
similar documents, perhaps we should just recommend these documents.

14/21



Possible workflow #3 (what hep-help currently does)

human-readable
source documents

—>

embedding space
(semantically similar
text » nearby vectors)

AN

human query
(question)

same
embedding space

find nearest
matching
documents

%

have the LLM
rate search results
by relevance

%

!

|

Semantic search with re-ranking:

Some embedding space matches aren't actually related to the query, even though

they touch on the same concepts.

Use the LLM in a limited way: have it rate and describe how relevant each match

is to the human query.



Possible workflow #4

human-readable
source documents

—

have the LLM
generate sample
questions

—

embedding space
(semantically similar
text — nearby vectors)

\ find nearest

human query
(question)

matching

same
embedding space

/ documents

Better targets in embedding space:

The human query is a question, and a question is a better semantic match to a
question than a document that would answer that question.

Use the LLM in a limited way: have it generate possible questions about the
source documents.

14/21



Possible workflow #5

human-readable have the LLM embedding space
source documents — generate sample [ (semantically similar
uestions text — nearby vectors) \ ;
a find nearest have the LLM
matching rate search results
documents by relevance
human query same /

(question) embedding space

|

Combine #3 and #4:

Note: the LLM cost for #3 scales with the number of documents, but

#4 scales with the number of human queries.

14/21



Without a good embedding, we won't find the right documents ' &

text-embedding-3-large (3072 dim)

Is there a built-in Uproot backend for Polars, and if not, how can | work around this?
Is there a built-in Uproot backend for Polars, and if not, how would | work around this?
Is there a built-in Uproot backend for Polars, and if not, how do | work around this?

Is there a built-in Uproot backend for Polars? If not, how can | work around this?

Is there a built-in Uproot backend for Pandas, and if not, how can | work around this?
How can | work around the fact that there's no Uproot backend for Pandas?

Is there a built-in Uproot backend for Numba, and if not, how can | work around this?
How can | use Uproot with Polars?

Can Uproot and Polars be used together?

How do | use Uproot and Polars together?

How do | use Polars and Uproot together?

How can | use Uproot to read jagged arrays from ROOT files?

How can | read ROOT files into Polars?

Is there a Santa Claus, or is it just wishful thinking?

What is the meaning of life?

0.00 0.25 050 0.75 1.00

So this is the most important thing to understand. cosine similarity of vectors
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How much wiggle room is there between signal and background?

Consecutive Slack messages (IRIS-HEP Slack) are a large sample of
question-answer pairs: the “signal.” Non-consecutive ones are “background.”

[ any random pair of Slack messages
i___1 any random pair in the same channel
1% pair in the same channel within 24 hours

. pair in the same thread

normalized count

a S PR

0.6 0.8 1.0

cosine similarity
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Cleaner set of question-answer pairs: StackOverflow

3y
= stackoverflow
A Home

3 Questions

© suomacrons

@ Teos

M saves
2 Users

£ Companics

LaBs o

Qons

D Discussions

coLLecTIVES +

Communiies for your tavorite
technologies. Explore all
Collectives

TEAMS x

= overflow X7

Now avallable on Stack
Overflow for Teams! Al
foaturos whore you workc
seatch, IDE, and cha.

Explore Teams

Looking for your Teams?

Products  OverflowAl | Q [awkward-array] or [uproof]

All Questions

Tagged with awkward-array o uproot

156 questions

1vote

28 views

1vote

v 2 answers

165 views

1vote
0 answers

57 views

1vote

44 views

2 votes
2 answers,

192 views
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Could we even use them to fine-tune ChatGPT?

50%, 25%, 25% training, validation, test

Loss versus training step is not promising:

—— training loss
~e— validation loss

20 40 60 80 100 120 140
fine-tuning step

But whereas untuned ChatGPT always
attempts non-vectorized answers to user
questions, fine-tuned always attempts
vectorized (though usually wrong) ones.

Untuned ChatGPT:

# Loop over each sublist n
for i, (sublist, mod, mod_idx) in enumerate (zip(
A_final, A_mod, A_mod_idx
)):
for idx, value in zip (mod_idx, mod) :
sublist[idx] = value

and replace the elements

# Convert the modified list back to an Awkward Array

A_final = ak.Array(A_final)

Fine-tuned ChatGPT: (ak.with_item does not exist)

>>> import awkward as ak

>>> A = ak.Array([[21.1, 22.1, 43.1]1, [73.1, 30.4], [43.11])

>>> A_mod_idx = ak.Array ([[0, 2], [11, [1])

>>> mask = ak.is_none (ak.values_astype (
ak.local_index (A, axis=1)[:, :, None] == A_mod_idx,
bool,

... ), axis=2)

>>> mask

<Array [[False, True, ...], ..., [True]] type='3 % var x bool'>

put the new values into the

s

>>> ak.with_item (A, A_mod, mask)
<Array [[1.1, 22.1, 2.11, ..., [43.1]] type='3 * var = float64'>
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| made a tool to conceal the author of an answer and “graded” answers on a
scale from 0 to 10. (I don't consciously remember writing these answers.)

1 mm human
64 W= untuned ChatGPT
B fine-tuned ChatGPT

It takes 5-10 minutes to “grade” an answer; this can't be done in bulk.
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The similarity of a human query and an
LLM-generated question is slightly
better than a human query and the
human source documents (classic RAG).

(Is it enough to matter?)
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Inconclusive conclusions

» We do need a “funnel” to guide physicists toward help with
software, especially for questions that cross package boundaries.

» A GitHub Actions bot is a good interface/technology for that.
» In principle, LLMs can help, too!
» It's a popular topic.

» But how this will work is unclear.

» It's essentially a search problem, so understanding and
optimizing similarity in the embedding space is crucial.
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