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Quick Look at LHCb - Example of a Large Experiment
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Amount of Data in Run3 and Beyond
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• The amount of data collected by
the LHC and other large
experiments is exploding

• In 2024, LHCb already collected
more pp collision data than in all
the previous years combined

ALICE ATLAS CMS LHCb

Run 2: 2 PB 0.5 PB 2 PB 10 PB*
Run 3: 4 PB 1.0 PB 4 PB 45 PB
Total: 6 PB 1.5 PB 6 PB 55 PB



Example of Data Flow in HEP
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Upgrade Trigger and Online TDR  

Upgrade Computing Model TDR
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Snakemake Rule Graph:

• Each node represents a rule

• Each edge represents a dependency

• The graph is automatically
generated



Snakemake DAG (Directed Acyclic
Graph):

• Each node represents a rule with
its input and output files

• Each edge represents a dependency

• The graph is automatically
generated
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Adoption of Snakemake
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• Snakemake is a great example of a
tool serving interdisciplinary
research

• It helps with the reproducibility of
the analysis

• There are a number of great
features enhancing the analysis
Workflow

• It is still growing in popularity in
HEP community





Conclusions
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• A modern HEP (or any larger scale) data analysis is becoming impossible without
proper workflow management

• There are a number of tools available to ensure analysis reproducibility and
scalability

• Workflow engines like Snakemake facilitate the process of efficient analysis

• On the other hand, with the same resources and effort a large scale analysis can be
undertaken if using modern workflow paradigms

Thank you for your attention!


