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The Square Kilometre Array (SKA)

The Square Kilometer Array (SKA) Observatory
(SKAO) Is a next-generation radio astronomy facility
which will cover the frequency range from 50 MHz to

15 GHz. | Cosmic‘Dawn
« (First Stars and Galaxies)

A mosaic illustrating the main science
drivers for the SKA

:’i’ng General Relativity
(Strong Regime, Gravitational Waves)

¥ 3 Galaxy Evolution
(Normal Galaxies 2%2-3)

Cradle of Life
(Plangts, Molecules, SETI)

-

-~ Cosmology"' * -
g « {Dark Matter, Large Scale Struc?ure)

Cosmic Magnetism . .

(Origin, Evolution)

o

-

Exploration of the Unknown

Composite image of the SKA telescopes, blending real ‘
hardware already on site with artist's impressions. credit:
SKA Observatory Credit: SKA Observatory

* More details: See talk lan Collier



https://indico.cern.ch/event/1338689/contributions/6011027/
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SKAO HQ and Construction Efforts
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Contributions including: s

 SKA Observatory’s international
headquarters

e Signal and Data Transport

* Jodrell Bank, near Manachester » Science Data Handling and Processing

* Observatory Management and Control

* Involvement across UK institutions in Cryostats

. . 4EoO
construction efforts; ~ 15% of the cost . LOW Signal Processing System
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Role of SRCNet

 SKA Regional Centre Network (SRCNet) (c.f. ~ WLCG in the context of HEP)

SKAO SR@ 'Net
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SRC Science Analysis Platform Vision Document de Boer, et al (2023)
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....0RCNet is the gateway for the science user communities to access the SKAO data and do science...




* SRCNet deployments: v0.1 up to v1.0 full operations

SRCNet Timeline
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Construction Timeline with SRC Net

B SKA-Mid
SRC Net 1.0 — B SKA-Low
1T EEE SRC Net
* Increased capabillities at each phase, e
SRC Net 0.3} e
* Scaling up in Capacity closer to final readiness
SRC Net 0.2 foooeeoeoeeneeeeneee -
* Represents first deployment of SRCNet, v o1l m—
. . . . *qc')’
e concentrating on data disseminatinn $ g S e e
Functionality Capacity g
FOOIE Fosnswanomnmn s anmsmn wwmniasnmmaame v 65 L kw8 £ w3 8 3 b R ST S KPR R i en | 100% % Opera_tions -
e query, movement, and access - " § Readiness|
80% /.—n .................................. / | 80% S Review
- 4 )
via ‘local’ resources -, / anel E——
”
7 /
- y
* Initial deployment Dec '24 195 e . An2} Sl
2020 2025 2030
* Building to ~ 1EB data (on disk) e AL
AAO. 5 | e
Milestone Description SRC Net Functionality Scope (users) i . : : 1 1 l
“% “% “% “% “% “% “%
SRCNet v0.1 First version of SRCNet sites ° Test data (and some precursors data) disseminated into a SRC ART members ,{/b’g ,.Lb(g ,f;;’g ,ﬁo’g ,{/\’Q ,ﬁb’g ,\9’0 ,,)Q’Q
First quarter of deploying common services prototype SRC Net WP P WP P | WP W WP P
2025 and connecting via SRCNet e  Data can be discovered through queries to the SRC Net Members of SKA Timeline
APls. Enable technical tests of ° Data dissemination to SRC nodes Commissioning team
the architectural ° Data can be accessed through a prototype data lake (potentially, but not
implementation. [Added c.f. [ Data replication. Data can be moved to a local SRC area where required)
document] non-connected local interactive analysis portals (notebooks)
could allow basic analysis
. Unified Authentication System for all the SRCs
(Potentialy Opportunity to ° Visualisation of imaging data
engage SRCNet with AA0.5

data transfer and access.)
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Global SRC Network:

Developin%and delivering
the global SRCNet.

UK SRC infrastructure
and services:

Supporting and
facilitating UK science

uk | SRC

SKAO Regional Centre United Kingdom
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Summary: Delivering STFC’s UK SKA Regional Centre Strategy

The UKSRC Strategy covers the SRC construction phase and early operations phase (2022 to 2030).
The project timing is alighed with SKAO Array Assemblies and the global SRC network.
This projectis funded from January 2023 - December 2025.

UK SKA Regional UK Science Community  Reill 187 2{00 =14 14 ¢

3 Pillars:

Developing digital Strengthening the UK Collaborating

research infrastructure astronomy community internationally

Bespoke UK-based computational and data UK astronomers will have opportunities to The UKSRC team working with a global
facilities, tools, and services will contribute to inform the UKSRC's development and to network of 14 nations and the SKA

the analysis of 700PB of data generated per enhance their skills in preparation for the Observatory to develop interoperable

year by the SKA telescopes. deployment of the SKA telescopes. functionalities to find, access, manipulate and

visualise SKA Data products.
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Components of UKSRC

 SKA adopted SAFe agile methodology for the management of this complex project.
» SRCNet Agile Release Train (ART):

* Cross-functional teams of SRCs working towards developing infrastructure and tools for SKA data handling.

* Program Increment (Pl) Planning: Ensures alignment of goals, planning of tasks, and addresses
dependencies.

e UK Team's Role:

International teams

Coral
Tests node deployment and support the tech
development to build a performant SRCNet.

Data Access & Compute
Cloud & Data metadata & archive

Purple

AAl, data logistics, policy, PerfSONA Tangerine

To deliver the SRCNet Science Gateway which
provides users with access to SRCNet services

Teal

Science Platform and workflow development Magenta

SRCNet Rucio data management, data
management APIs

SRC | Net Program team
S0 Regio,LCem,eNm,k Responsible for the running of the ART

Sapphire
Science user support, training, and
community engagement

® The Scaled Agile Framework (SAFe) is a methodology designed to help large, cross-functional teams work
in an agile manner, allowing for efficient collaboration, synchronization, and value delivery. g
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Software Stack (v0.1)

» SRCNet v0.1 defines a common set of tools / services for initial prototyping and to allow demonstration of:

* |ngestion, Data Movement, Data life-cycle, Execution of “known” science use cases on SKA test data

Common
Authentication

Analysis
Interfaces

).

Computing .
And Storage

jupyterhub

o9§AN FAR

User

£ | S

Interface | | -
P Visualisation

< ESCAPE Tools (local) .
R, oo B

Python 2
Client ! e@ .

(Csast ropy/astroquery I\]/\é)%ASEAgA

Data Data .

L ™
B
-

Discovery Access N
...... > Ingestion Service
Prototype
Test Data Note: Software Stack

Downselect Process
happenina now

9

Common Authentication

e IAM
Visualisation Tools (local)
IVOA Protocols

e TAP, SODA
Data Discovery and Access
from Data Lake
Ingestion Service Prototype
Python Client

e Astroquery Module
User Interface

e ESAP
® https://esap.srcdev.skao.int/

Analysis Interfaces
e JupyterHub
e CANFAR Science Platform
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UK Deployment Plan: SRCNet v0.1

* For v0.1 concentrate deployment at Rutherford Appleton Laboratory (RAL) STFC, near Oxford, UK (i.e.. same

location as the WLCG UK Tier-1).

* Deployment teams from
RAL, Cambridge, Manchester
StackHPC contributing.

* GitOps style approach
recommended (e.g. ArgoCD/FluxCD,
k8s):

D Deployments ©
Per site deployments.
Read more

Subgroups and projects  Shared projects  Inactive

Q
N L

| [ + UKSRC @
1IN

|

Name
Last update
> Se + CHSRC @ £ apps 5 hours ag
| £3 bin 3 weeks ago
*
? CNSRC @ 3 clusters 8 hours ago
£3 components 8 hours ago

> Qe ESPSRC &

| Fainfra 1day ago

£ sites 2 hours ago

> Qe l l ITSRC &

> Se ° SKAOSRC &
> Qe =_= SWESRC &

N L
> % ZE UKSRC ®

[ CODEOWNERS 2 weeks ago

85 LICENSE 4 months ago

»+ README.md

g
g
g
¢ .gitignore 1 week ago
g
g
3 months ago
g

£ requirements.txt 4 months ago

T —

[

N
Services
N
4 ) 4 )
J
Orchestration
N
7))
Q
O
=
Q)
- ) - J
J
Infrastructure — Compute Infrastructure — Storage
) 4 )
o /) o
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STFC-cloud

« STFC Cloud is a dedicated cloud infrastructure which provides access to elastic compute resources for users
across the facilities provided by STFC and partner organisations;

 CPU and GPU (plus disk) available through IRIS (https://www.iris.ac.uk):

* |RIS: Provides hardware & software to scientific computing communities, and supports, represents these
communities and scrutinises resources allocated to them

* Deployment of ‘local’ services to SRCNet through GitOps approach on k8 via OpenStack

* Other services: |IAM, FTS, Rucio Storage Endpoint managed via existing RAL infrastructure and orchestration

OpenStack to the rescue @ StackHPC
e OpenStack is an open-source cloud platform .—.
e Strong multi-tenancy guarantees e
e APIs for compute, network and storage OpenStaCk®
o Dashboard and command-line interface
e DevOps tools for OpenStack and platforms { R E ST }

o Code reviewed changes

o Continuous integration and delivery

OpenTofu® .



https://www.iris.ac.uk

@zimuth uk | SRC

® “Azimuth provides a self-service portal for managing long(er)-lived cloud resources - "science platforms" - with a focus on simplifying the use of cloud for
scientific computing and artificial intelligence (Al) use cases. It is currently capable of targeting OpenStack clouds”

* Runs on OpenStack

* |ntegrates with indigo-IAM
(and others) AAl Create a new platform

Pick a platform type Configure platform

° B ul It_ N Mon |t0 rn g Jupyter Notebook JupyterHub Kubernetes Linux Workstation

(Prometheus, Grafana) o -
jupyter ~~Jupyterhub _@_

. JupyterHub provides a multi-user . . . .
Y S C O S Interactively explore Jupyter h . Kubernetes cluster with optional Linux workstation (Ubuntu 20.04)
taC k H P d evel O pS pe n taC k Notebooks from an existing E:\e/:;ozz:]e:;\xh;:ragx‘:nzed addons including Kubernetes accessible via a web browser.
1l GitHub, GitLab, Zenodo or dashboard, monitoring, ingress
Ca pab I I It I eS fo r researc h Figshare repository. Powered by OtEB 0Ok Samvar: and application dashboard.
. repo2docker.
computing use cases.

* Through extensive experience,
we understand HPC and ClOUd. Linux Workstation (with Pangeo Slurm

SSH access)

. a
We know the needs and the 6 PANG=O0 :iaeat;
shortcomings of each paradigm. slurm
\ Pangeo provides a multi-user bbbl
environment where authorized Batch cluster running the Slurm

Linux workstation (Ubuntu 20.04) users can have their own workload manager, the Open
accessible via a web browser and notebook server. OnDemand web interface, and

® StaCkH PC by SSH. custom monitoring.

* Looking at solutions e.qg.
Blazar for resource reservation / allocation

12 https://www.stackhpc.com/azimuth-introduction.html



https://www.stackhpc.com/pages/oss.html
https://wiki.openstack.org/wiki/Blazar
https://www.stackhpc.com/azimuth-introduction.html

Azimuth

@ StackHPC

@mmuth

ANSIBLE

e \Web portal for self-service platforms

e C(Configurable catalogue of curated platforms

o  StackHPC reference platforms

o  Site-optimised platforms

o  Automation using standard tools

Kubernetes
Cluster API

e Platform services exposed using Zenith

o  Tunneling application proxy
o No public IP required
o SS0Oand TLS

e Manage platform users with Keycloak
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VWorkstation

@ StackHPC

° Web_based She” a nd d esktop ,. J @ ® @ Piatforms | stackhpc-dev |Le X I3 Grafana X 4+ . .. V

< C 25 090cz4xxti02f0c10koxvkn10tdt.azimuth.stackhpc.domains.leaf.cloud/?kc_idp_hint=azimuth&orgld=1&refresh=5s&from=now-5m&to=now w

e Secure access via Zenith

CPUBusy © Sys Load (5Smz O Sys Load (15m G RAM Used C SWAP Used © Root FS Used

e Monitoring stack

6.3 mins

SWAP ©

e Platform lifetime ’ " ‘ ‘ ‘ e

v Basic CPU / Mem / Net / Disk

e User gets sudo l B Memory Basic O 4

wvwv —————m4m@A—_ 4.66 GiB
" 75% 3.73 GiB
e Apptainer and podman
: 1.86 GiB .
| £3% 954 MiB
. Optlonal SSH Wlth pUbIIC IP = 21:49:302 21:50:00 21:50:30 21:51:00 21:571/:30 21:52:00‘ 21:52:73;)7 21:53:00 21:53:30 21:505 = 21:49:30 21:50:00 21:50:30 21:51:00 21:51:30 21:52:00 21:52:30 21:53:00 21:53:30 21:54:00

== Busy System Busy User Busy lowait == Busy IRQs Busy Other == Idle e= RAM Total == RAM Used RAM Cache + Buffer == RAM Free SWAP Used

@ AcceSS to p rOj eCt S h are : Network Traffic Basic © A Disk Space Used Basic © A

3 Mb/s 100%

2 Mb/s 75%

=h, \
1Mb/s — /// g
~ 50%
obfs — e = \

-1 Mb/s - 25%

-2 Mb/s = 0%
-3 Mb/s 21:49:30 21:50:00 21:50:30 21:51:00 21:51:30 21:52:00 21:52:30 21:53:00 21:53:30 21:54:00
21:49:30 21:50:00 21:50:30 21:51:00 21:51:30 21:52:00 21:52:30 21:53:00 21:53:30 21:54:00 /

== [var/snap/firefox/common/host-hunspell == /boot/efi e= [etc/zenith/ssh /data
== recvens3 e== recvio == transens3 == translo frun /run/lock frun/snapd/ns
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Kubernetes tackHPC

@ ® @ Priatforms | stackhpe-dev |Le X I3 Loki/Pod Logs - Dashboard: X <+

e Built on Cluster API

< Cc °s  m20hcd1dfj58rr2s6ldcvvx7e7d9.azimuth.stackhpc.domains.leaf.cloud/d/209fd89b771c318dd442225414a50b59/loki-pod-logs?orgld=1&var-namesp... ¥

~

Loki / Pod Logs Yy ©; | Share (®) Last 15 minutes

e HA control plane

Home > Dashboards

namespace kube-system v pod etcd-mattp-k8s-control-plane-tbxlw + etcd-mattp-k8s-control-pla... ~ search

e Multiple node groups

e Download kubeconfig . ‘ S

Logs Panel

2024-85-87
2024-05-07

{"level":"info", "ts" :"2024-085-07T17:18:01.9345612", "caller" :"mvcc/hash.go:137", "msg" :"storing new hash", "hash" :2429437070, "revision":3351, "compact-revision":-1}
{"level":"info",6 "ts" :"20824-85-07T717:18:01.934382Z", "caller" :"mvcc/kvstore_compaction.go:68", "msg":"finished scheduled compaction", "compact-revision":3351, "too
k":"298.572711ms", "hash" :2429437679, "current-db-size-bytes" :36069376, "current-db-size":"36 MB", "current-db-size-in-use-bytes":17883136, "current-db-size-in-us
e":"18 MB"}

{"level":"info", "ts" :"2024-05-07T17:18:01.734185Z", "caller" :"mvcc/hash.go:137", "msg" :"storing new hash",6 "hash" :2429437070, "revision" :3351, "compact-revision":-1}
{"level":"info", "ts" :"2024-85-07T17:18:01.734134Z", "caller" :"mvcc/kvstore_compaction.go:68", "msg" :"finished scheduled compaction", "compact-revision":3351, "too
k":"99.126727ms", "hash" :2429437070, "current-db-size-bytes" :35840000, "current-db-size":"36 MB", "current-db-size-in-use-bytes":17825792, "current-db-size-in-us
e":"18 MB"}

{"level":"info",6 "ts" :"20824-05-07T17:18:01.7276812", "caller" :"mvcc/hash.go:137", "msg" :"storing new hash", "hash":2429437@70, "revision" :3351, "compact-revision":-1}
{"level":"info", "ts" :"2024-05-07T17:18:01.726964Z", "caller" :"mvcc/kvstore_compaction.go:68", "msg" :"finished scheduled compaction", "compact-revision":3351, "too
k":"90.9110822ms", "hash" :2429437670, "current-db-size-bytes" :35991552, "current-db-size":"36 MB", "current-db-size-in-use-bytes":17895424, "current-db-size-in-us
e":"18 MB"}

e Autoscaling, autohealing

2024-05-07
2024-85-07

e Rolling upgrades

2024-05-07
2024-85-07

e NVIDIA GPU + NIC support

e Kubernetes dashboard
e Monitoring and logging

e Secure access via Zenith

|>
4 ‘)

|>

|>
-. I>
] ‘>
_‘ I
1 B
: I>
.' ‘>
] ‘>
1 ‘>
! 1s

2024-085-87
20624-85-07
2024-85-07
2024-85-87

2024-05-07

2024-05-07

2024-AK-A7

{"level":"info", "ts":"2024-05-07T17:18:01.634574Z", "caller" :"mvcc/index.go:214", "msg" :"compact tree index", "revision":3351}

{"level":"info",6 "ts" :"20824-05-07T17:18:01.634105Z", "caller" :"mvcc/index.go:214", "msqg" : "compact tree index", "revision":3351}

{"level":"info", "ts" :"2024-05-07T17:18:01.633717Z2", "caller" :"mvcc/index.go:214", "msqg" : "compact tree index", "revision":3351}

{"level":"warn", "ts" :"2824-085-07T17:14:34.058683Z", "caller":"v3rpc/interceptor.go:197", "msg" :"request stats", "start time":"2024-05-87T17:14:33.573487Z","time sp
ent":"485.187893ms", "remote" :"127.0.0.1:49688", "response type":"/etcdserverpb.KV/Range", "request count":0, "request size":77, "response count":1, "response size":5
708, "request content":"key:\"/registry/leases/openstack-system/external-resizer-cinder-csi-openstack-org\" "}

{"level":"info", "ts" :"20824-05-87T17:14:34.057472" , "caller" :"traceutil/trace.go:171", "msg" :"trace[1127342216] range", "detail":"{range_begin:/registry/leases/open
stack-system/external-resizer-cinder-csi-openstack-org; range_end:; response_count:1; response_revision:4250; }",6 "duration":"483.970228ms", "start":"2024-085-07T1
7:14:33.573492Z", "end" :"2024-05-07T17:14:34.857463Z", "steps":["trace[1127342216] 'agreement among raft nodes before linearized reading' (duration: 483.808557m

s)"], "step_count":1}
{"level" :"warn", "ts" :"2024-05-07T17:14:34.058436Z2", "caller":"v3rpc/interceptor.go:197", "msg" :"request stats",6 "start time":"2024-05-87T17:14:33.563055Z","time sp
ent":"495.37213ms", "remote":"127.0.0.1:49688", "response type":"/etcdserverpb.KV/Range", "request count":0, "request size":68, "response count":1, "response size":53

1, "request content":"key:\"/registry/leases/openstack-system/cinder-csi-openstack-org\" "}

{"Taval" +"infa" "+e" +"2024-05-A7T17:14-24 ARRARA7" "pallar" *"trarautil/trara an*171" "men" *"traral10A2AR7TAR2] ranna" "dAatail":"franna hanin:/ranictru/laacac/nna




DaskHub

® Runs on Kubernetes cluster

e Each user gets their own
notebook server

@ Secure access via Zenith

O Grant access to external users
using tenancy Keycloak realm

e Dask clusters for parallel
computing using Dask
Gateway

—_ JupyterLab X +

2% ubck9ccfzozw08pt01zbmxkauae9.azimuth.stackhpc.domains.leaf.cloud/user/jibloggs/lab

; File Edit View Run Kernel Tabs Settings Help

[ +] * C [7 Launcher

Q

-/ Notebook

Name - Last Modified

M lost+found an hour ago P

Python 3
(ipykernel)

Console

Python 3
(ipykernel)

Other

M

h 4

Markdown File

uk  SRC

@ StackHPC

™ £ Incognito

A

=

Python File Show
Contextual Help

Launcher




uk | SRC

On-demand Slurm StackHPC

@& © 6 Platforms | stackhpc-dev | L X Y5 Slurm jobs - Grafana X I3 OpenHPC Slurm - Grafana X + v

e Single-user Slurm cluster

i |
M
=

« > C °s hkfhjc0586h5hnli8ibpzxxsx3q4.azimuth.stackhpc.domains.leaf.cloud/node/mattp-slurm-control-0/3000/d/openhpc-slurm/openhpc-slurm?orgld=1&f... X

PY NO Waltlng for queues ‘ 09 General / OpenHPC Slurm vy o3 E B & < @ 2024-05-07 22:41:13 to 2024-05-07 22:44:11

Job node v Environment  All v Host Filter Regex ~ mattp\-slurm\-compute instance  All v infiniband device  All v Job ID All slurm jobs on node

e Image-based updates o

CPU usage (system) CPU usage (user)

e OpenHPC, Apptainer, EESSI

A g

e Open OnDemand Ul

22:41:30 22:42:00 22:42:30 22:43:00 22:43:30 22:41:30 22:42:00 22:42:30 22:43:00 22:43:30

e Job aware monitoring

== node_cpu_system_seconds:record{instance="mattp-slurm-compute-standard-0"} 7.05% == node_cpu_user_seconds:record{instance="mattp-slurm-compute-standard-0"} 20.6% 7.45%

== node_cpu_system_seconds:record{instance="mattp-slurm-compute-standard-1"} 5.57% == node_cpu_user_seconds:record{instance="mattp-slurm-compute-standard-1"} 8.14% 3.58%

® ACC@SS to p rOj e Ct S h a re CPU Frequency Min CPU Frequency Max -

22:41:30 22:42:00 22:42:30 22:43:00 22:43:30 22:44:00 22:41:30 22:42:00 22:42:30 22:43:00 22:43:30 22:44:00

v System stats

Memory used as a percentage of total CPU usage (iowait and other)




Arcus @ Cambridge

Welcome to Azimuth, a portal to help you access the

platforms and storage that you need to get science done.

Using Azimuth, you can quickly create the platforms you need for your science.

openstack.

Advanced users can also manage virtual machines directly, provision and attach
cloud storage and expose machines to the internet by connecting external IP

addresses.

For help getting started, check out the documentation.

& My Tenancies

s_
jupyter
e’

workload manager

@

Kubeflow

ska-src—cambridge

o Access to platforms is managed using the identity provider for the tenancy. X

* [ UNHEALTHY |

5

jw-test-rucio
Kubernetes

Kubernetes Dashboard

O Manitoring

Created 20 days ago
Expires in 3 days

<

5

{:? READY {?

5

workiosd menaces
bb23-lapcat-4mm bo307-k8s bo307-k8s-test01
Slurm (CephFS home) Kubernetes Kubernetes

DD Open OnDemand

Q Manitoring

Created 3 months ago

Kubernetes Dashboard

0 Monitoring

Created 4 months ago

Kubernetes Dashboard

0 Monitoring

Created 2 months ago

Expires in 8 years Expires in 27 years Expires in 24 days

=2 ReAoY

{? ﬁ READY
iul-srcw iul-srcewmw

Linux Workstation (with SSH Linux Workstation (with SSH
access) access)

W

slurm

workiosd mansger

lofar-slurm-demo
Slurm OpenHPC v3

» ) Open OnDemand
G Web censole D

9 Manitaring

Created 7 days ago
Expires in 22 days

e' Web console

g Monitoring

Created 7 days ago
Expires in 22 days

g Monitoring

Created 15 days ago
Expires in 2 months

<%

5

bo307-test02
Kubernetes

Kubernetes Dashboard

Q Manitaring

Created 29 days ago
Expires in 1 month

i} READY

1)

mjh-carta
Linux Workstation (with SSH
access)

Web console

9 Manitaring

Created 5 months ago

Expires in 6 months

')

{:? READY ﬁ

slurm

wrkioad Mmansger

3

16}

hy297-singularity hy297-test
Linux Workstation (with SSH Linux Workstation (with SSH
access) access)

fg-test-slurm
Slurm (CephFS home)

DD Open OnDemand

0 Monitoring

Created 2 months ago

Web console

9 Monitoring

Created 7 months ago

ﬁ? ERROR {J READY

%)

yl871-file-transfer
Linux Workstation (with SSH
access)

Web console

g Menitaring

Expires in 9 months Created 7 months ago

slurm

werkdoed mansger

mjh-slurm-test
Slurm (CephFS home)

PD Open OnDemand

g Monitoring

Created 2 days ago
Expires in 27 days

9 Web console

g Monitoring

Created 1day ago
Expires in 9 months

& New platform

< Refresh

kubernetes

g dask

Create a new platform

1. Pick a platform type

Argo CD

An Argo CD
environment for
GitOps-based
management of
applications deployed
on Kubernetes.

Jupyter Notebook

—_—
Jupyter
o

Interactively explore
Jupyter Notebooks
from an existing
GitHub, GitLab, Zenodo
or Figshare repository.
Powered by
repo2docker.

Linux Workstation

Linux workstation
(Ubuntu 22.04)
accessible via a web
browser.

BinderHub

& binder

Multi-user BinderHub g
Jupyter notebook g

environment.

JupyterHub
. °

Jupyterhub
,\/

Multi-user Jupyter

notebook environment.

Linux Workstation
(with SSH access)

Linux workstation
(Ubuntu 22.04)

accessible via a web
bhoacusaar amad ki QLA

Multi-user Jupyter
notebook environment
with Dask integration.

KubeFlow

%

A KubeFlow machine
learning environment

Select

R-Studio Server

aStudio
.

Run an R-Studio Server
instance for easy web-
based access to an R-

Studio environment

BT P D 1

2. Configure platform

HuggingFace LLM

5

A generative Al chatbot
service backed by a
HuggingFace large
language model
(requires a GPU node
group on the target
cluster).

Kubernetes

Kubernetes cluster with
optional addons
including Kubernetes
dashboard, monitoring
and ingress.

Slurm (CephFS
home)

workioad manager

Batch cluster running
the Slurm workload

manager, the Open
ABmPNammamad el

Create a new platform

1. Pick a platform type

L
—_—
jupyterhub JupyterHub

uk  SRC

2. Configure platform

Multi-user Jupyter notebook environment.

Platform name

& Platform name

ust contain lower-case alphanumeric characters and dash (-) only.
Kubernetes cluster

Select a Kubernetes cluster...

The Kubernetes cluster to deploy the platform on.
App version

0.4.0

The version of the application to use.
Notebook CPUs

1

The number of CPUs to allocate to each user notebook.
Notebook RAM

2

The amount of RAM to allocate to each user notebook.
Notebook storage

10

The amount of storage to allocate to each user notebook.
This is dynamically allocated from the tenancy quota.

Cancel

c  GB
c  GB

+ Create platform




e Initial 4PB (usage) storage @ RAL
* New Ceph-based cluster

* To be provisioned with CephFS, and explore also S3,
XrdCeph, etc

e Connect to Rucio SRC Network using
XRootD, each server with 100Gb/s NICs

* |nstalled within the sites’ DMZ
* perfSONAR physically close for monitoring

e Connecting the data in the Rucio managed storage

to the User areas within Openstack is ongoing work: =
//////////////// i

* R/O access .
Photos: W. Mayers; Alces Flight Ltd

* Authorisation (tokens) Additional cable length required to slide servers forwards
« Embargos on for the rack-rails to change disks

e Performance
« SRCNet v0.1 gives a platform to test and explore this; use of benchmarking tests to validate performance.

19



https://alces-flight.com/

perfSONAR

* Network measurement toolkit establishing federated coverage of
end-to-end networking paths

0.8CJp

-latency.gric. surfs

* Continued use of tools developed for / used by HEP communities

UK (RAL) running the scheduler and providing expertise to
Other SRCNet COuntl’ieS in deployment Jp-src-s000 mitk nao . ac p -

- 10-8ro-s000 mtk.n

_ _ perfsonar-latency.gnd surfsara nl
 Aim: Establish a mesh for all SRCNet v0.1 Nodes I T e T
. . . . . . perfsonar.swesrc.chalmers.se -
* And including locations in South Africa and Australia. e

ps-3-100g.perfsonar.ac.za —
ps-slough-lat.perf_ja.net —

spsrc3? 1aa.csic.es —
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uk | SRC

* UK runs the SKA Indigo IAM instance

« SRCNet — No user x509 VOMS proxies;
all tokens!

* Rucio Instance run by SKAO team on the RAL STFC-Cloud

S5

O
r u c I o Central Attribute Authority (SKAO)

* FTS instance for SKA running at RAL

This is the INDIGO ldentity and Access Management (IAM) service.

[ 2 —®

OFTS

* \Work ongoing to specify the final AAl design model

» See talk by Rose Cooper

J_ Prbxies at (most) SRCNet nodes
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https://indico.cern.ch/event/1338689/contributions/6010770/

uk  SRC

Policies

 As SRCNet pivots from development testbed to prototyping deployments:
 No “Users” yet, but must develop, socialise and endorse agreements.

UK leading the defining and engagement effort on policy

: . SECURITY
* Core Baseline set of policies for 0.1 / RELATED SRCIN et& \

* Built on the AARC Blueprints SHAG RegonalCentre Network
* Familiar territory for anyone involved in WLCG Top Level
Security
. . . . A
« Augments existing site policy greement
» 2 User Facing Policies
 AUP and Privacy Policy AN AN AN
. . . SRC|Net SRC|Net SRC|Net
® 1 SerVICe Owner FaCIng POlICIeS SKAO Regional Centre Network SKAO Regional Centre Network SKAO Regional Centre Network
* Service Operations —>
Infrastructure Incident .
. . Providers Response Il\lser Facmtg
e 2 Infrastructure Wide Policies Agreement Procedures greements

* |nfrastructure Security and Incident Response K /

 Some Sites with long heritage on federated large-scale projects

* Some just starting their adventures
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uk  SRC

UKSRC: proto-architecture and future plans

e 0.1 initial deployment, concentrate at RAL
o (Utilise teams from across the UK).

 Beyond v0.1;

* Build up infrastructure at other UK sites (e.g. Durham, Cambridge, Manchester)

* Develop and test data movement strategies between UK sites
 Aim to enable use with other HPC resources when possible

* Federated / common access (e.g |IAM)

* RAL to provide TAPE storage (Archival/custodial and high-latency use)
* The dominant set of bulk disk storage to remain at RAL
* Other sites with smaller (fast) cache / volatile datasets

e Confirm data flow from Telescopes (Ingress into RAL).

« With potentially O(PB) sizes datacubes, efficient movement of
data between sites (when required) to be key
(N.B) 100Gb/s => ~ 1PB/day

* Aim to have integration for shared experience across sites
 i.e. user workflows seamlessly/invisibly shared across the sites

e Rucio (and associated software) to be used for v0.1;
data movement to be managed

23
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SKAO Regional Centre Network
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uk | SRC
Summary

UK preparing for the 0.1 prototype deployment of SRCNet for 0.1
e | eading contributions in Programme team, software development and benchmarking/profiling and testing

* Will form a significant contribution to the final SRCNet resource allocation.

e Utilising best of the current approaches from cloud-native solutions,
e providing science and self-services platforms, and

e Leveraging known solutions from WLCG (e.g. in Data management).

* Building up distributed and federated architecture for SRCNet, and astronomy UK science users
* Precursor and Pathfinder projects to help development and inform choices
* Participation in ‘Data Challenge scenarios’
* Test campaigns for v0.1 in 2025

« Science engagement and feedback from users critical

e EXxciting set of technical and science-based challenges ahead!
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https://indico.ph.qmul.ac.uk/event/2018/contributions/4662/

uk | SRC

www.uksrc.org

Joint mailing list: STFC UK SKA Observatory Science Committee
UKSKA-SCIENCECOMMUNITY@JISCMAIL.AC.UK

uk-ska-regional-centre-uksrc

o

@UK SKARC
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