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This Talk
HPC resources integration at CMS: brief intro 

CMS Grant at VEGA EuroHPC in Slovenia
- Motivation 
- Strategy 
- Results

Summary and Lessons 
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HPC integration in the CMS Computing
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HPC integration one of the key assets of the CMS Computing: a number of HPC machines has 
been integrated and continuously been used in production mode throughout the year 2020.

Distinct strategies developed and 
deployed:

1. Overlay batch model
2. Site Extension
3. HTCondor split starter mechanisms for 

filesystem based communication

CMS wants to further increase the HPC 
exploitation, particularly in the EU Zone

Number of Running Cores on HPCs - Monthly Average 
CMS Public
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The CMS Grant at VEGA HPC in Slovenia
VEGA is the first of eight peta and  
pre-exa-scale EuroHPC Joint Undertaking. 
Hosted at IZUM in Maribor
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- 960 CPU nodes
(overall 1920 CPUs AMD Epyc 7H12 – 122000 cores) 

- 60 GPU nodes (overall 240 GPUs NVidia A100)
- Sustained performance of HPC Vega is 6,9 PFLOPS (peak 

performance is 10.1 PFLOPS).

EuroHPC Application 

CMS successfully got a grant of 
type “benchmark”
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Why a grant at VEGA: main motivations 
Although Slovenia is not member of CMS Collaboration 

An excellent opportunity to prove the flexibility of the CMS computing system by 
several dimensions:

- Integration of a world class HPC center logical partition of a existing WLCG site
- Demonstrate the feasibility of a transnational site extension 

- Exploiting large fraction of opportunistic accelerated nodes
- To dynamically extend the pool of GPUs already available to CMS Offline Computing

- Proving the capability to execute “any type of workflow” at HPC sites 
- To keep achieving experience with operational model for a long term sustainability 

Moreover:
- A valuable “playground” to contribute to the GPU initiatives of the CMS Software

- Software - Computing interplay 
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Transnational Site Extension
VEGA transparently integrated as a 
sub-site extension to the Italian 
Tier-1 site at CNAF.

- Storage-less site relying on
- Remote data access via xrootd 

federation (AAA)  
- Stage out to CNAF storage

- Regular CMS Pilot but started “manually” 
via slurm at VEGA

- Pressure both manually and via 
interLink (See ID: 511)

- Squid, Apptainer, CVMFS available at site
- Local scratch are on NVMe 
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VEGA

Tier1 
CNAF

First time we successfully integrated 
an HPC resources located in a 

different country from the Grid site 

https://indi.to/6Cjpp
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VEGA in the CMS Stack

CMS operations team does not “see” Vega,
it only targets Tier1 CNAF 

- A key to the sustainable operations
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HPC Usage @CMS since 2020

Vega seamlessly joined the CMS production stack 
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Vega and the CMS Pool of GPUs
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NVIDIA A100Actual WN in Vega
The Site seen by CMS

GPUs @ VEGA

GPUs @ CERN HLT Farm

GPU aware Glidein 
Fortend entry for Vega
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Successfully extended the GPU pool 
- Vega GPUs are seen as CNAF
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Workflows selection: the rationale

9

Commissioning phase:  Clones of CMS regular workflow (CPU 
only)

- Standard MC workflow with remote read of the pre-mixed pileup; Data 
reprocessing with remote read of primary input 

Production phase: Release Validation workflows of Alpaka-based 
version of the HLT. 

- We use the Vega GPU-equipped nodes to execute online workflow 
- We contributed to Alpaka (GPU) validation campaign needed for the HLT in view of the 

2024 data taking 
- With the start of Run3, CMS has successfully offloaded part of the online reconstruction on NVIDIA GPUs (with 

CUDA). This includes the reconstruction of HLT pixel tracks and vertices.
- From 2024 data taking, CMS has chosen Alpaka as performance portability library in order to target different 

CPUs and GPUs with a single code base
- Alpaka is an header-only library that provides portability of code for various backends by adding an abstraction 

layer for the backends parallelism. Also, the performance w.r.t. native CUDA have stayed basically untouched.

Our choice to 
achieve the 
best out of the 
Grant
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Validation strategy: two setups  
Running the HLT reconstruction on the same input events (RAW) with four setups running the HLT 
pixel tracks:

- pre-Alpaka migration on CPU, 
- pre-Alpaka migration on GPU with native CUDA 

- Comparing the four outputs.

Running the Alpaka (CUDA) GPU and CPU reconstruction in the same job and for each event.
- Comparing GPU and CPU quantities event by event.
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- on CPU with Alpaka; 
- on GPU with Alpaka;

Employing the 
established 
production pipeline 
(RelMon)
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Perfect match between the four setups (CPU,native CUDA, Alpaka CPU and Alpaka GPU). 

Results - Validation I

11



spiga@pg.infn.it CHEP24, Krakow, Poland. October 2024

GPU vs CPU comparison with Alpaka compatible with native CUDA with the same (minor) fluctuations. 
- In the plots comparison of the number of pixel tracks event by event. 

- Each bin is normalised by the number of entries of the column to which it belongs.
- The x-axis (y-axis) represents the number of pixel tracks running the reconstruction on CPU (GPU) with Alpaka/CUDA. 
- Very good agreement!

Results - Validation II 
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Summary
CMS applied for a development grant at VEGA Slovenian EuroHPC 

- Not huge amount of resources but a key system to challenge CMS 
- Extremely valuable to fine tune dynamic resource integration process as well as to contribute 

to the GPU mission at CMS 

CMS computing system confirms to be high flexible and agile in  accommodating 
unconventional resources

- As well as heterogeneous architectures 
 

The success of this first Vega integration represents a track record for a higher 
scale exploitation 
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