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CONTINUUM 

Heterogeneous use cases

- Coffee-break time long analyses at LHC
- cloud + scale out in high rate frameworks

- GPU accelerated HEP simulations and triggers
- develop on cloud, deploy at scale (on grid?)

- ML training and inference of particle tagging
- Cloud based data-science frameworks

hungry for HPC hosted GPUs
- Well known grid-friendly

workflows

2

Heterogeneous resources managed by heterogeneous systems

HPC → mainly SLURM
HTC → any grid batch system (HTCondor, ARC, …)
Cloud → Kubernetes

Buzzword alert

Our continuum idea is here 

in the middle
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TARGET SCENARIOS

Interactive analysis in the form of Analysis Facilities initiatives is driving 
discussions, especially when ML and GPU are the topics.

Data analysis has additional components that require GPUs

e.g. ML training and physics simulations (from trigger and reconstruction 
to event/particle tagging), but also ML inference etc..
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You can repeat the exercise 
searching for “GPU”... 

Are ML and GPUs 
meaningful use cases? 



Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Where are my resources?
I need my accelerators!!!

We could/should(?) use HPC supercomputers…

Technically we can already
BUT how about making a painless experience out of it? 

Can we ignore that most of new data science tools have now a 
“lingua franca”?
Kubernetes API support is arguably a de-facto standard
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Where it all began

A long experience at INFN with site extensions

Two opportunities:

- ICSC
- interTwin EU project

○ visit EGI booth to know more!

Not only HEP, a good solution 
is an adaptable solution

Everyone should be able to come and
plug its own integration logic.
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Our strategy

What if we extend the container orchestration layer (K8s) to 
support “offloading”* under the hood?
(With little to no knowledge required from the end user perspective)

Exposing the very SAME experience of running a pod on the 
cloud resources -> never touching the native API layer by K8s

N.B. Using Kubernetes as the workhorse for the 
“offloading”, NOT as the main user interface though

*"Offloading" refers to the process of delegating the execution of a container to a remote resource instead of a physical node in your cluster. 
6
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Enabling tech: virtual nodes!
CNCF Sandbox project
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https://virtual-kubelet.io/
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Enabling virtual nodes!
CNCF Sandbox project
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https://virtual-kubelet.io/
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We need a bit more though

With current Virtual Kubelet interface:

● Deep knowledge of Kubernetes internals is 
needed
○ When developing a different flavors of 

virtual kubelet “logic”

● We want providers to be in control
○ abstracting the layer of resource 

provisioning from the payload brokering 
itself
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The result is the development of 
a modular interface to create custom 

Virtual Kubelets:

Requiring Kubernetes black belt for any 
provider administrator of ours is a NO GO 
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How this continuum looks like?As a community effort we maintain the complexities

VK-interLink communication, AuthN/Z, VK state machine, caching etc..

Providers focus on creating value via additional 

integrations

All of that without a PhD in k8s, leveraging simple SDKs based on 

interLink OpenAPI spec

We set a contract
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For HTCondor aficionados:
a Kubernetes equivalent of a “CE”

https://intertwin-eu.github.io/interLink/openapi/
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Our first case studies

HPC Vega is the first EuroHPC JU supercomputer hosted at the Institute of 

Information Science in Maribor, in Slovenia. 

First volunteer HPC provider, enabling super early prototyping

The Jülich Supercomputing Centre operates one of the most powerful 

supercomputers in Europe, JUWELS, and JUNIQ the first European infrastructure for 

quantum computing. UNICORE offers seamless access to the Supercomputers.

First volunteer for an external plugin based on UNICORE

In both cases the payloads will be submitted to SLURM by the interLink plugin hosted on a VM on the edge of the HPC
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https://www.unicore.eu/about-unicore/features/
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Did it work?
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First use case driven by 3D GAN algorithm 
developed at CERN and integrated with MLFlow 
tracking.

Training task offloaded to GPUs available at the 
HPCs as “normal” K8s pods

Pod annotations are a powerful tool to send 
dedicated requests to the remote container 
manager!
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Not just on SLURM @ INFN and ICSC
Integrated HTC resources from Tier2 into the INFN “Analysis Facility”. 
Now in production → users can spawn Dask clusters seamlessly on every Italian Tier2.

AI_INFN initiative have built a prototype on top of interLink (Matteo’s talk)
Giving ML/AI experts access to GPUs  via a single interface:

● on LEONARDO@CINECA
● on beefy GPU equipped VM

ICSC PoC for cloud and Leonardo integration
See Claudio’s talk

Deploying  CMS pilot job at scale?
See Daniele’s talk
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10k cores = 1k pods

https://indico.jlab.org/event/459/contributions/11593/
https://indico.cern.ch/event/1338689/contributions/6010715/
https://indico.cern.ch/event/1338689/contributions/6011769/
https://indico.cern.ch/event/1338689/contributions/6011614/
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Toward a “community” software

ArgoWorflows from LISA interferometer are being evaluated to offload argo tasks to HPC centers running 
SLURM (INFN-CNES interactions)

We are in implementation phase for a offloading prototype with CERN KubeFlow based platform.

“Non-scientific” case studies are also joining the evaluation with their own plugins (NuNet)
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https://cnes.fr/projets/lisa
https://www.nunet.io/
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HOW IT’S GOING?  Not too bad!

10k cores = 1k pods

We started here in the 

middle, remember?“Coffee-break-duration”
long full analyses at LHC

GPU accelerated HEP 
simulations and 
triggers

Grid-friendly workflows
ML training and inference of particle 
tagging

GPU cloud machine
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Summary
We demonstrated how interLink can extend our resource provisioning model…

for ANY container-based use case!

HPC-Slurm is only the beginning
The inclusion of “any” kind of remote resource can work (CaaS, fat nodes, HTC etc..) 

Providers can offer an effortless K8s style access to resources
without internals deep knowledge required, develop your own provider plugin!

------------
Next steps:

Streamline communities onboarding
documentation and development SDKs

Consolidate through use cases feedback loop
community driven development is key

Widening community adoption
applying for contributing to Cloud Native Computing Foundation Sandbox
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https://intertwin-eu.github.io/interLink/

This work is also partially supported 
by the FAIR "Future Artificial 
Intelligence Research" NRRP Project

https://intertwin-eu.github.io/interLink/
https://intertwin-eu.github.io/interLink/
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BACKUP
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