Decode the Workload: Training Deep Learning
Models for Efficient Compute Cluster
Representation
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Monitoring compute cluster activity at higher sampling fidelity enhances
job differentiation, while Graph Neural Network (GNN) assisted
autoencoders produce higher reconstruction error for anomalous jobs.

We aim to develop model(s) to capture the salient features of a high throughput computing cluster
to be used for different downstream tasks such as anomaly detection and diagnosis.

Results for Vanilla Autoencoder (AE)
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model’s ability to capture the salient features of reconstruction error. visualization facilitates identifying suspicious decrease as the distance from the centroid of
the input traces. jobs in proximity of “anomalous” regions. Bad 10 increases.
Model architectures and performance
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Prometheus with a custom CGroup-v2 exporter is used to Silhouette scores quantify the separability between different job

collect Linux kernel CPU metrics with a flag to identify the job types [2].
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Idle Refers to any thread not running any job separation. applied on input traces.

- J §
Acknowledgement: This material is based upon work supported by the U.S. Department of Energy, Office of Science, Office of Nuclear Physics under contract DE-AC05-060R23177. The research
) described in this paper was conducted under the Laboratory Directed Research and Development program at Thomas Jefferson National Accelerator Facility for the U.S. Department of Energy.

Jeff.e‘rson Lab Special thanks to Torri Jeske for sharing her expertise and presenting the poster.

o References: [1] https://www.sciencedirect.com/science/article/pii/S0168900224000767 , [2] https://scikit-learn.org/1.5/modules/generated/sklearn.metrics.silhouette_score.html



https://www.sciencedirect.com/science/article/pii/S0168900224000767
https://scikit-learn.org/1.5/modules/generated/sklearn.metrics.silhouette_score.html

