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The perfSonar platform
perfSONAR continuously measures network performance metrics like bandwidth, latency, packet loss, 

across various network paths that are crucial for OSG and WLCG operations



The goal is to
proactively discover network issues 



How to correlate network metrics?

Tests’ rate of execution varies by type  

10min

6-24 hours

…

traceroute test every 10 min

throughput test every 6-24 hours

many paths, few bandwidth tests



Each point represents the throughput values collected when the node was on the path 
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Trends on routers



Simplified example of traceroute data 



r0-r4

Challenges

IPs in context

Unknown

Private

Destination

r0 r4

● 50% of the 
paths are 
incomplete

● some 
addresses 
are private



To build reliable topology models for 
identifying weak points on the network, we 

need to reconstruct the paths



What is the most probable C, given it’s between A and B?

There are multiple  possibilities for C. What is the correct node that lies between A and 
B depends more on the surrounding nodes rather than on highest probability value

Z Y A C B

?



Unknown IP

Each color is a different IP
Site to site path signature



If our eyes can intuitively spot these gaps, could 
we teach a model to do the same - only faster, 

at scale, and with consistent accuracy?

How about a Transformer model?
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Contextual node
(position based)

Contextual node or retrying 
until it gets to the final node?

Corner cases

Unknown IP

Each color is a different IP



Dataset v1

Give contextual ID
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Attention mask
Helps the model focus more on known and reliable nodes when processing sequences, while 

still considering the presence of uncertain or unknown nodes



Custom loss
Tokens with higher confidence contribute more to the overall loss



Transformer model

V1

Dynamic LR
Collapsed nodes
Custom loss (using confidence scores)

V2

Dynamic LR
Collapsed nodes
Custom loss (using confidence score)
Confidence mask

V0

Only certain nodes allowed as targets
Custom loss (with confidence score)

work in progress



Predicted next node:     r155 Unknown IP

Each color is a different IP



Transformer architecture

Input 
Embedding

Positional 
Encoding

Transformer 
Encoder

Output 
Projection Softmax

r1 r2 r10

r1 r2

Input

Converts tokens 
into dense vectors

Self-Attention

Feedforward

Gives the model a 
sense of token 
order

Processes the input 
sequence, breaking 
it down into a 
meaningful 
representation

Projects the 
transformed 
embeddings back 
into the token 
vocabulary space

Provides the 
probabilities of 
the next token 

Next node
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path r1 r2 r10 r14⇒ ⇒ ⇒ ⇒

1) Input: r1 r2 r10⇒ ⇒ Predicted: r12

r1 r2 r10⇒ ⇒ ⇒2) Input: r12

Predicted:

r14 r26

Node imputation through self-validation

Accept 
imputation

Don’t accept 
imputation



Next steps

● Use AutoML tools to finetune the model
● Introduce time dimension
● Implement other models to compare the results
● Deploy the best model and define incremental learning

Once the topology is fixed, we can proceed by building more 
complex models that incorporate other metrics such as loss, 
bandwidth or file transfer statistics
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Thank 
you!

Any 
questions?
Contact us:   @ net-discuss@umich.edu
Contact me: @ petyav@umich.edu

mailto:net-discuss@umich.edu


Backup slides



Correlate network tests 
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Additional information

Number of paths: 28’444
Vocabulary size: 2’193
Input data shape: (274’997, 30)

Training on 2x NVIDIA GeForce GTX 1080 Ti


