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LHC plan update (February 2022)
LHC luminosity: ; Integrated luminosity:
HL-LHC luminosity: up to ; Integrated luminosity:

Technological challenge on the experiments coming from such a large dataset, rates and pile-up
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https://hilumilhc.web.cern.ch/content/hl-lhc-project
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https://cds.cern.ch/record/2630602

Increasing luminosity impact on ATLAS

* High luminosity Is heeded to achieve physics goals ATLAS pileup for Rund ATLAS public results
\ ATLAS

EXPERIMENT

HL-LHC tt
at <pu>=200

* The experiment has to stand the Run4 foreseen peak
luminosity of 7.5 x 1034 cm-2 s-1

e high pile-up ~200 collisions/crossing

e high radiation levels, up to ~1016 neg/cm2, 10 MGy

* Requirements: ATLAS TID radiation levels for Run4

ATLAS simulation Preliminary  GEANT4, Vs=14 TeV

[Gy/4000 fb]

 maintain good physics performances in the challenging
environment
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» keep acceptable trigger rate for low pr threshold

* mitigate impact of pile-up up to high n
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/UpgradeEventDisplays

ATLAS upgrades for Run4

* Detector upgrades:

New High Granularity Timing Detector (HGTD)

New inner tracker (ITK) ‘

e |Tk: silicon inner tracker (pixels + strip detector) with
n coverage up to 4

e RPC and sMDT muon detector in the barrel inner
region, sTGC In the end-cap inner region

* High Granularity Timing Detector in the forward
region

e Calorimeters and muon detectors (TGC/RPC/MDT)
front-end readout at 40 MHz

Tile calorimeters

* Upgrades of luminosity and forward detectors

\ LAr hadronic end-cap and
\ . forward calorimeters
¢ TDAQ Oﬁ-deteCtOr eleCt rOn |CS Toroid magnets LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transitionfradiation fracker

* Level-0 hardware trigger: calorimeter, muon, global, Semiconductorfracyer
CTP (FPGA-based boards)

e Readout: FELIX for all ATLAS detectors New muon detectors (RPC + sMDT + TGC)

* Event Filter processor farm and hardware tracking Front-end replaced for calorimeters and muon detectors
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Inner Tracker

* New all-silicon tracking system, extension up to |n| = 4 (|n| = 2.5 today)

ATLAS-TDR-025-2017
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* Pixel detector at small radius close to the beam line + large area strip

tracker surrounding it:
ITK new layout ATL-PHYS-PUB-2021-024

1400—ATLAS Simulation Preliminary
~ ITk Layout: 23-00-03
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* |ncreased surface and complexity with respect to the present system but
reduced quantity of material

500 1000 1500 2000 2500 3000 3500

Tracking efficiency for tt events with (u)=200

* High tracking performances and reconstruction efficiency thanks to the compared with the Run2 detector
improved granularity, reduced material (multiple scattering) and detector Tt - e

redundancy

e > 99% efficiency for muons with pt > 3 GeV; > 85% efficiency for pions and
electrons above 1 GeV, keeping fake rates below 1%

« Rad-hard (10 MGy) pixel and strip front-end readout electronics PR e

Riccardo Vari - INFN Roma The upgrade of the ATLAS TDAQ system for the High Luminosity LHC CHEP2024 - 24 October 2024 o)


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-024

L Ar calorimeter and HGTD

* Liquid Argon Calorimeter:

LAr hadronic

 Run3 upgraded boards will continue to be used end-cap (HEC)
* Replacement of readout electronics (front-end and back-end):

 Full granularity digital data sent at 40 MHz to back-end

LAr electromagnetic
end-cap (EMEC)

 Improved algorithms to deal with overlapping events deriving from
increased pile-up LAr electromagnetic

barrel
Ar forward (FCal)

« FPGA based electronics: Al algorithms applied for measuring the energy

* High Granularity Timing Detector:
ATLAS public results web page - HGTD

» Radiation-hard silicon-sensor detector, two disks per R e
each end-cap, two sensor layers per each disk G0 S e el
g 80E- HGTD ' 2001 fb™! (Intermediate)
* Four layers of Low Gain Avalanche Detectors 2 70 200015 Inermedate)
technology, 1.3x1.3 mm?2 readout cells, for precise ° 60 0 6" (nitial)
timing and luminosity measurements 2 TN Perigheral
40 Fee%g 0?0008 ° %o, Electronics
* Timing resolution of ~30 ps for minimum-ionizing 30
particles for precise vertex reconstruction and to 208 04040000000000000g0°0° 0000000000000 000000 Si sensors + ASICs
disentangle events in high pile-up 10 o 640 mm i me24

0
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* Enhances ITk in region 2.4 < |n| < 4.0
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HGTDPublicPlots#Recent_Plots_2021_2022

Tile calorimeter

 On-detector and off-detector electronics fully replaced to
improve the radiation tolerance and the performances at
high pile-up

| %’%Z%@”’WW ;

LAr eleciromagnetic
end-cap (EMEC)

* Front-end signals from calorimeter cells are digitized and
sent directly to the back-end electronics, where the signals
are reconstructed, stored, and sent to the Level-0 trigger at et Ny -

40 M HZ oarrel ~ - x LAr forward (FCal)

» Better precision of the calorimeter signals used by the
trigger system for more complex trigger algorithms

Tile Cal Phase-Il TDR plots

T
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ATLAS Simulation
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-019

Small sector

* New and detectors in the inner region of
the barrel:
» current BIS MDT replaced by new ( )
* NEW triplets installed on top of the existing BIL
MDT
* New triplets in the end-cap inner region EIL4

Large sector

EML
.

e The new detectors allow to:

* reduce the In barrel and end-cap
regions

* Increase the trigger

e Increase the IN the barrel
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ATLAS Trigger and Data Acquisition upgrade generalities

 TDAQ upgrade components:
 hardware-based low-latency real-time Irigger system, running at 40 VIHz

o 4.6 1B/s Data Acquisition system (event size ~5 MB), based on custom readout
with commodity hardware and networking

e 1 MHz Event Filter running offline-like algorithms on commodity servers, possibility
to use commercial hardware accelerators

 Hardware: commodity servers and networks, custom ATCA boards, high speed links,
FPGAS

* Algorithms: offline-style clustering and jet-finding in FPGAs in the Trigger, accelerated
track reconstruction in the Event Filter
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Trigger and Data Acquisition schema ATLAS Phased) TDAQ Uprace 07

e Single level Level-0 hardware trigger with an output rate of 1 MHz, _
(100 kHz today) Level-0 readout latency is 10 us (2.5 ys today) ; v v
T — LOMuon '
» Calorimeters and muons front-end full granularity readout at 40 'Processor
ViFz o
 New Global Event processor integrates topological functions with _

additional selection algorithms using information from muons and
calorimeters

 Readout based on FELIX system for all detectors
 DAQ throughput 4.6 TB/s (200 GB/s today) - o
» FPGA-based boards off-detector, on-detector where possible --loscomtegnal

<€— Readout data (1 MHz)

Dataflow <~ -EF accept signal
 Goal of better e, y, T, jet identification and measurement, at hardware

Event Storage Event C:' Output data (10 kHz)
and software trigger levels and offline ' 1

Event Filter
+ Event Filter output is 10 kHz (~3 kHz today)
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* Possible hardware accelerator system for tracking at the Event Filter


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-020/

| evel-0 Calorimeter trigger
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High granularity full digital data from calorimeters sent
at 40 MHz

Feature Extractor (FEX) FPGA-based boards perform
different trigger algorithms for different physics objects

LAr and Tile calorimeter are sent separately to each FEX
board

Legacy FEXS Identlfy e|eCtrOn/photon/tau Candidates SuperCellsé ----- b i o :""'"",": e ) Pmt
(eFEX), jets and ETmiss (jFEX) and large-R jets (gFEX) e B Bkl

Current hardware retained with upgraded firmware
(upgraded firmware possible due to increased latency
allowance)

:
New fFEX processors allows triggering also in the §
forward region (EM triggers at |n| > 2.5, Jet triggers at |n| \ _
> 3.3

LO Calo output sent to LO Global processor mulipiictes
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-020/

MDTTP CM prototype il TGC EIL4

RPC BIS7/8 T n=1.0

Level-0 Muon trigger

e The data from the RPC, TGC, and NSV detectors used in the Run3
system will be complemented with Bl RPC, Tile calorimeter and MDT

o -

* Increased selection efficiency and reduced fake trigger rate

* New MDT trigger sharpens turn-on curve and increases the rejection
power

* Possibility to loosen RPC trigger selection to increase the geometrical o : it O
acceptance in the barrel, from ~70% 1o ~95% RREREEERR .. ' R S S S

U
o o"“-"_".. ’

. . - - & e * Threshold p_=20 GeV
« Rate suppression of ~50% for muons with pt < 20 GeV ke R T e+ BB
b B = VTV @ AR ; * 3/4 chambers +

e 3/4 chambers
3/4 chambers with BO hits

 New on-detector electronics full digital readout to off-detector @ 40 MHz N e : ; 3/4 chambars

* Barrel and end-cap new off-detector Sector Logic trigger boards perform
the coincidence trigger algorithm and send the seed to the MDT Trigger
Processors

* New MDT Trigger Processors match the MDT hits with the RPC/TGC
seed vectors in space and time

« New NSW Trigger Processor performs trigger algorithms in the small
wheel region to lower end-cap fake trigger rate

* Large use of FPGAs on and off-detector
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-017/

Level-0 Global trigger

* Runs trigger algorithms similar to the ones in HLI, on high granularity ATLAS TDAQ Phase-Il Uparade TDR

data
. - . :| |:___________I ;

Super Cells- :

* Replaces current topological trigger

» Algorithms organised into same trigger signatures as EF (calo, muon, R g .
topological cluster, e/y, T, jets, Etmiss and other topological quantities) I B

 FPGA-based hardware, firmware components are:

« MUX: data aggregator and time multiplexer of events from all sub-
detectors (>50 1B/s throughput)

 GEP: Global Event Processing and trigger algorithms

CTP

 gCTPi: demultiplexing and Central Trigger Processor interface |—‘mx
Latency Is a critical parameter for this project o/ o \t'ﬁl
® Phase-Ii N\ A
/ P ithe )
. . Phase-II \!'»‘ :‘
* All of the firmware components are implemented on a common Muon A\ IEohe) | mux 'éi{‘\§i
hardware module (the Global Common Module, GCM) prototypes of \ NCE
which are under test e Event

(Multiplexers) Processors Demultiplexer

Global Trigger System
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-020/

Central Trigger

 Muon to CTP interface board (MUCTPI)«--.......
board

« Combines muon systems candidates and
distributes LO Muon candidates

&

* Central Trigger Processor (C1P) board:

e Takes the final decision and delivers LO
candidates

* Distributes LHC Timing, Trigger, Control
(TTC) signals through the LTI modules

LIl board: distributes TTC signals to FELIX

e MUCTPI and CTP are based on common
hardware with different firmware versions
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Readout, Dataflow and Online software

FELIX FLX-182 prototype

 FELIX (Front-End LiInk eXchange)
 PCle I/0O board, FPGA-based
* Interfaces optical links to community network

e Recelves readout detector data from front-end and oft-
detector boards and distributes to Readout

e Receives TTC data from LTI board and distributes to
front-end and off-detector boards

 Online software:

Dataflow:

. Aggregates data from Readout * configuration, control, monitoring of
the DAQ system

* Transfers full granularity events to Event Filter

 Records the accepted events and transfers events to
offline

* Network studies ongoing
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e Event Filter farm runs:

. . Interfaces to dataflow, online control, monitoring, LO trigger,
configuration

. : reconstruction from raw data, accelerators and
algorithms, including ML

* Evaluating EF tracking performances with / / ATL-DAQ-PROGC-2022-002

ATLAS Simulation Preliminary

e comparison done with different hardware
pipeline options

—— tt MC (<u> = 80)

- ---. Di-jet MC (<u> = 20)

Fraction of Events

Vs =13 TeV

GPUE ac élgeration factor

e cost comparison also under evaluation

* Athena framework integration ongoing

6 7 8 9 10

 EF commodity computing technology decision in 2025 Speed-Up ( {C7/1%F0)

Riccardo Vari - INFN Roma The upgrade of the ATLAS TDAQ system for the High Luminosity LHC CHEP2024 - 24 October 2024 17


https://cds.cern.ch/record/2802139/files/ATL-DAQ-PROC-2022-002.pdf

Conclusions

* The large datasets that can be collected with the High-Luminosity
LHC will allow us to perform Higgs and SM precision measurements,
the search for rare Higgs boson decay modes and the study of low
production cross section Standard Model processes, as well as the
search for new phenomena beyond Standard Model

 ATLAS experiment will improve its trigger and readout capabilities
thanks to new detectors and new electronics

* New electronics based on FPGA and commodity hardware
 ATLAS Run4 TDAQ upgrade projects status:

» Detector and electronics prototypes available, moving towards
pre-production for most of the systems

* Prototype integration (hardware and firmware) progressing

 Some strategic choices still to be made (commodity hardware
accelerators for EF)

* Additional info available in the ATLAS upgrade public web page
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Representative
Physics Goals

EWK SUSY w/
W/Z/H

Precision
Standard Model

EWK SUSY
Compressed

Long-lived
particles

Exotic Higgs
using VBF
Signature

ATLAS TDAQ Phase-ll Upgrade TDR

—>

Corresponding
Triggers

Single electron

Single Muon

Dielectron

Dimuon

Forward
Electrons

Near-by muons

Hadronic di-T

High-impact
parameter jets

Multi-jet/HT
(inc b-jets)

MET

Forward Jets
with Topologic
selection

—

Required
Systems

LOCalo eFEX

Electron

Tau

LOMuon

LOCalo
jFEX/gFEX

LOCalo fFEX

Global
Clustering
Jets
Electron
Tau
MET

Topology

Regional
Tracking

Full Detector
Tracking

Flow from the representative set of physics goals to the hardware systems

The upgrade of the ATLAS TDAQ system for the High Luminosity LHC
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/WebHome#Upgrade_Pro
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2017-020/

