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The CBM experiment at FAIR
• Fixed-target heavy-ion 

experiment at FAIR in Darmstadt

• Physics goal: exploration of the QCD 

phase diagram  
• Plan: ready for beam in 2028 

• High interaction rates of up to 
10 MHz and up to 700 charged 
particles in aperture


• Complex (topological) trigger 
signatures 


• Full online event reconstruction 
needed
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FAIR

Darmstadt, 
Germany

→ Self-triggering free-streaming 
readout electronics 

→ Event selection exclusively 
done in an HPC cluster (FLES)

CBM (Electron-Hadron Setup)

GSI/FAIR, Zeitrausch

TRD

TOF

STS+MVD
RICH
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Timeslice data model

• CBM particularity: Unlike in a 
collider, there is no a-priori 
knowledge when a collision 
happens: no bunch crossing, 
quasi-continuous beam on 
target. Events have to be defined 
from the data stream in software. 

• Timeslice: a collection of raw 
(packed) data from all detector 
systems within a fixed time 
interval. Typical size: several GB; 
contains data from several 
thousand collisions. 

• Flesnet: a software package that 
assembles timeslices from the 
incoming data streams.
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• Timeslice data management concept

• A timeslice is self-contained and can be analyzed independently 
• Distribute different timeslices to different processing nodes 
• Subsequent timeslices overlap to handle data at boundaries 

• Guarantee: All measurements with event time in core interval are included. 
• Use COG in time of reconstructed event to avoid duplicate detection
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Microslice-based timeslice building
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Benefits

•Decouples online data management 

and detector data format 
•Allows timeslice overlap 
•Allows easy parallel processing of 

local reconstruction 
•Allows efficient zero copy timeslice 

building

MS 1MS 0 MS 100 MS 101… MS 199 MS 200 MS 201…MS 99

TSC 0 TSC 2
TSC 1One Channel

Microslice

Timeslice Component

Timestamp

Timeslice 0

Component 1

Component 2

Component 0 MS 1MS 0 … MS N0

MS 1MS 0 … MS N1

MS 1MS 0 … MS N2

…

1. Partition the detector message streams into short, 
context-free time intervals: microslices


• Built by detector-specific FPGA design. Example: ~100 µs in experiment time 

2. Combine subsequent microslices to one timeslice 
component (TSC)


• Include overlap as configured 

3. Combine timeslice components from all sources to 
processing intervals: timeslices
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CBM first-level event selector (FLES)
• CBM particularity: Unlike in the LHC experiments, 

for example, the online compute nodes do not 
belong to CBM, but are provided by FAIR-IT as 
shared resources (guaranteed during run times). 

• Dual-cluster HPC system

• Commodity PC hardware 
• Design input data rate > 1 TByte/s 

• Part 1: Entry node cluster

• Located in the CBM service building 
• FPGA-based custom PCIe input interface 
• Exclusive to CBM 

• Part 2: Shared compute cluster

• Located in the Green IT Cube data center
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~350 m linear distance ~1000 m cable length

Consequences 
• Transmit 1 TByte/s over 1000 m distance 
• Boundary condition for online computing 

architecture

Green IT Cube


CBM
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CBM FLES online architecture
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CBM at FAIR

FLES

StorageTiming

Data

Control

Data & Control

~1..10 GB/s

CRI Entry/build 
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Processing 
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Network

CRI Entry/build 
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Processing 
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CBM detectors 
• 107 events/s 
• Self-triggering front-

end

• Data push architecture

• Time-stamped 

message streams

FLES input 
• FPGA-based PCIe 

board

• Preprocessing and 

indexing

• High-throughput DMA 

engine

High-throughput timeslice 
building 
• Up to 1 TByte/s input data rate 
• RDMA-enabled network 

(InfiniBand)

• Long-range links

Online event selection 
• ~ 60.000 cores

• Fast, vectorized many-core track 

reconstruction algorithms

• Identification of leptons and hadrons

• High-precision vertex reconstruction

• Complex global triggers

x ~5000
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FLES input interface

• FPGA-based PCIe board: CRI

• Prepares and indexes data for timeslice building 
• Custom PCIe DMA interface, full offload engine 

• Optimized data scheme for 
zero-copy timeslice building


• Transmit microslices via PCIe/DMA directly to 
userspace buffers 

• Buffer placed in Posix shared memory, can be 
registered in parallel for InfiniBand RDMA
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Presentation later today 
by D. Hutter (Track 2)
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Shared memory interface

InfiniBand RDMA, 
true zero-copy
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The CBM online data path
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FLES entry node FLES build node

• RDMA-based timeslice building (Flesnet)


• Delivers fully built timeslice to reconstruction 
code
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1
Global 

reconstruction
Local 

reconstruction 
1Local 

reconstruction 
1

Event selection
Local 

reconstruction

GBTx custom optical link

Flexible online interface

Shared memory with reference counting

Direct DMA to InfiniBand send buffers

Shared memory interface

InfiniBand RDMA, 
true zero-copy

• Initial implementation of all components available


• C++, Boost, IB verbs


• Critical network performance optimized for > 1 TB/s

Shared 
Memory


Timeslices 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FLES network

• Standard routing pattern suboptimal for continuous all-to-all 
communication 


• Optimized routing scheme using RDMA leads to excellent 
performance (>5 GB/s per node)


• Measured approx. 345 GB/s sustained rate on 48 nodes


• Improve long-range InfiniBand performance using standard 
components by collapsing virtual lanes
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Test on Cray XC40 system (48 entry nodes, 48 build nodes)

Long-range InfiniBand network performance (EDR)

4.5 Cluster and network design
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Figure 4.23: Measured average timeslice building data rate per entry node. Gray areas
and lines denote minimum/maximum, 10/90 percentiles, and median.

Flesnet implementation in the scope of the mCBM experiment, benchmark testing on an
existing HPC system allows us to scale this to larger systems.

The results presented in Figure 4.23 were measured on a subset of nodes of a Cray XC40
system, using the GNI provider of Libfabric to run Flesnet on the Aries network of the
Cray system [50]. Using an allocation of 96 nodes (operating 48 as entry nodes with
artificial data sources, 48 as timeslice build nodes), the measured sustained data rate per
node is approximately 7.2 GB/s, with spontaneous fluctuations in the data rate per node
typically below 10 %. This corresponds to 73 % of the maximum sustained bandwidth of
9.9 GB/s reported by Cray for uni-directional transfers per node and results in an aggregate
maximum sustained data rate of approximately 345 GB/s. This data rate is already close
to the expected maximum rate for CBM at SIS100 (cf. Sec. 3.3.3).

4.5 Cluster and network design

The FLES is split into two portions, an entry portion housed near the experiment and
a processing portion housed in the Green IT Cube. Both portions are foreseen to be
constructed as Beowulf clusters from mainly COTS components. The entry cluster is
exclusive to CBM and houses specialized custom hardware, i. e., the CRI PCIe cards to
connect to the detector systems. The design is flat without additional stages. As a high-
speed interconnect an InfiniBand fabric is foreseen. The processing portion is part of
the central FAIR IT general-purpose cluster. These resources will be shared with other
experiments. However, it is foreseen that at least some resources are exclusively assigned
to CBM during CBM beam periods to allow for su�cient control and separation to reliably
run the experiment. This section describes the FLES cluster and network design in more
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4.6 System integration
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Figure 4.28: Foreseen network architecture featuring an independent timeslice building
network at the CBM site with application level routing to a shared Green IT
Cube network.

Instead of building timeslices directly in the memory of the processing nodes, in this ar-
chitecture full timeslices are collected in the memory of the entry nodes and forwarded
as single packages to the processing node. This leaves the most critical communication
patterns in the local, non-shared network. This local network could be directly connected
to the Green IT Cube network similarly to the previous example. However, it is more
practical to keep the networks separated and create this connection on application level.
This allows fully independent control over both resulting networks, routing patterns, and
communication protocols. The additional HCA ports needed can be gained very cost-
e�ciently by utilizing dual-port HCAs. The switch layer terminating the long fibers can
be scaled independently of the local network which makes it easier to scale to lower rates
for initial commissioning setups.

Additionally, this option is very flexible in terms of network technology used within the
FAIR cluster and to connect the two sites. In case another network, e. g., Ethernet is used
in the Green IT Cube, the entry nodes can easily be equipped with this technology without
the need for specialized hardware gateways. The additional resources needed to build this
architecture are reasonable. The given example provides similar connectivity and slightly
higher bandwidth as the first example at the cost of two additional switches.

4.6 System integration

4.6.1 Discussion of failure modes

Building and commissioning a high-energy physics experiment is a highly complex task. As
most systems are unique, without a full-scale prototype, some errors or instabilities will be
introduced into the final setup. Also, the FLES entry stage serve as readout infrastructure
in detector prototype tests, which cannot be expected to operate flawlessly. Therefore, the
FLES must be able to cope with errors of other systems without a�ecting the stability of
the FLES itself. During beam periods, CBM has to run reliably and continuously to record
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Online interface to timeslice data

• Common problem: different consumers need efficient 
access to data items on a node (here: timeslices) 

• Solution: shared memory for data, managed by a 
dedicated distributor task → shm_ipc library 

• Features

• Queueing and reference-counting 
• Independent consumer processes with individual queueing schemes 

• With/without back pressure; subsampling; consumer groups 
• Implementation: Posix shared memory for the data and ZeroMQ 

messaging for arbitration 
• Full flexibility in starting and stopping consumers 

• Used as a flexible online interface to CBM timeslices

• Accommodates online data analysis, QA tasks, raw data storage, …
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Example queueing schemes 
QueueAll: All item are queued and eventually 
delivered; can create back pressure 
PrebufferOne: Opportunistic delivery; keeps 
consumer busy but may skip items 
Skip: Always wait for the newest item, do not 
queue; may skip items

ZeroMQ 
IPC

ZeroMQ 
Inproc

Time-
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Re-

ceiver

InfiniBand 
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SHM Item 
Distributor

Online 
Processing


Task 1
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…Shared 
Memory
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Full-system test at mCBM
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• FAIR Phase-0 experiment mCBM:

• A complete slice of the full CBM system (hardware+software) 
• Apply detectors and event selection to live physics data 
• Study integration (and identify missing pieces) 

in a full-system test 
• Regular data taking campaigns 

• mFLES:

• mFLES cluster with CRIs and FLES software is the central data 

taking system 
• Demonstrator and development platform for FLES software 
• Setup includes all key components needed for CBM@SIS100 

• Hardware currently approx. 2 % of foreseen FLES system

mCBM detector setup at SIS18

mFLES entry stage 
(6 nodes with CRI cards)

TFC 
system

CBM DAQ

container

FLES InfiniBand network

(300 m)

GSI InfiniBand network

Green-IT Cube

timeslice building timeslice forwarding

mFLES build stage 
(12 nodes, local storage)

GSI Virgo cluster
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Full-system test at mCBM
• FLES control and monitoring system


• Automated run control with configuration and 
process management on mFLES cluster 

• Successful productive operation of full FLES/
DAQ chain from CRI to timeslices 

• Online monitoring of all critical parameters 

• Example: May 2024 mCBM campaign

• 5 detector systems: STS, TOF, RICH, TRD, 

BMON 
• Distributed data taking: 

4 entry nodes, 4 build nodes, 44 components 
• Peak data rates above 5 GByte/s 
• Full Flesnet software chain with timeslice 

building and online processing using multiple 
timeslice consumers
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Timeslice buffer utilization

Run 3035 on 2024-05-10
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Jan de Cuveland 
cuveland@compeng.uni-frankfurt.de

CBM

Summary: CBM online data distribution

• Key achievements

• Timeslice/microslice data model 
• High-throughput data distribution (>1 TB/s) 
• Optimized RDMA-based zero-copy timeslice building 
• Flexible online interface using shared memory 

• System validation

• Successful full-system test at mCBM 
• Continuous use in physics and development setups 
• Peak data rates above 5 GB/s achieved, well below performance limits 
• Automated run control and monitoring implemented 

• Looking forward to the start of CBM operation at SIS100
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Compressed Baryonic Matter (CBM) 
experiment at FAIR

• High event rates (107 Hz), 

complex (topological) 
trigger signatures 

• Self-triggered detector 
front-ends, 
data push readout 
architecture
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