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The ATLAS Trigger System

; Multilayered even selection:
L1Muon . .
L1Calo Lﬁ—‘ ® first selection performed by
e the Level-1 Trigger, providing
L1Topo pointers to Regions of Interest
cTP .
(Rol) in the detector
— ® Rols are further explored in
o p
event size ~2 MB the software based High-Level
pohLenl oo Trigger (HLT) with full
40MHz -->~80 TB/s! .
we can afford 8 GB/s Bl - detector granularity

JINST 19 (2024) P06029

In Run 3: 40 MHz — 100 kHz (L1) — ~3 kHz (HLT) for full physics events
at a fixed latency (detector readout time window) below 2.5 us
— rejection factor of ~20 000
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TRIG-2022-01/

New for Run3: L1 Muon upgrade

Muon trigger detectors partecipating to the trigger logic:
RPCs, TGCs, NSW < new detector installed in Run3!

Coincidence patterns within parameterised geometrical

“roads” to identify muons g [

10
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® NSW coincidence activated in all sectors this year
® better discrimination against fake muon background
~ 12 kHz L1 rate reduction!

30

- -
¥ Bl -

= ATLAS Prellmmary ]
2 25[»°  Data 2024 -

-3 L1_MU14FCH » ] § L00FTATAS Prelimina ' E

20F Each run scaled to L = 2 x 10™ cms? B 2 oot Ela‘%l %ﬁzﬁ:%rw 2024,13.6 TeV E

] E L g

] y T i RPC M Tec N

F oo Bl 1000F ElL4 ElL4 E

5 % ‘“u . Bl £ nsw Tie Tie, Nsw 3

100 - #od Wtnen] E (= E

1 £ Wi TesW cinc. in 2023 3

. . . £ B2 witiemsw coinc. in ]

S S S S S Y S S SSSSSSISS E i

SII3333333I333333 H

£§88c88e88e888888e8¢e8 3
g88g989899998g999¢9¢

EEES>SSSSEEEESSSS3O 3

$€€5523333338383¢2 5

5325855899873 SIS WiLzesifits, vl 4 Al
= &N 2 -15 -1 05 0 05 1 15 2

nRel

PLOT-TDAQ-2024-08

CHEP 2024 ATLAS trigger October 215* 2024 3/16


https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1MuonTriggerPublicResults#Performance_of_the_Tile_and_NSW

New for Run3: L1 Calo upgrade

Uses calorimeter energy deposits as inputs to calculate trigger objects:
phase~1

e/r, T
L1Calo e

Feature
Extractor

A
(igital)

supercells

® Electrons, photons, taus

® Large and small radius jets

® Missing transverse energy

L
(analogue)

\ Hit
':,""vi‘w"“ cux*‘ - ToDAQ || Counts
ToRODS

e/r, T

Tie
(analogue) Cluster -
ToRODS Processor | CMX
0.1 x0.]
n.¢) Trorons

legacy

New for Run 3:
® Feature Extractors (FEXes)

® eFEX: isolated e/y, taus
® jFEX: jets, taus, missing transverse energy
® gFEX: large radius jets, missing transverse energy

® New LAr Super Cells

® Higher granularity and resolution to increase discrimination power
® Higher efficiency, better pile-up robustness for EM triggers
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New for Run3: L1 Calo upgrade (2)

Commissioning of the new system performed in steps:

® electromagnetic objects for the new Run-3
L1Calo trigger validated at the start of 2023
data-taking

® after tuning, allowed for up to 10 kHz rate
reduction and an improved efficiency for
isolated electrons

® 2024 data used to fully validate the rest of the
system

® |ast “legacy” Triggers disabled recently

® overall performance improved
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Next: highlight of performance for more calorimeter objects
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TRIG-2022-01/

Missing Transverse Energy (E%1iSS )

g 1;ATLAS‘ Pre\lmm‘ary [P
§ [ ppdaia April2024 TR
Improved performance w.r.t. legacy system: 5 moEeTe -
-

® primary EX trigger in 2024 based on jJFEX

-

77105 Ge & € cal) 65 Gev

® significant effort spent on tuning PU weights

® at < pu >~ 60, HLT rate reduced by ~ 20% for
chains seeded by jJFEX L1 selection

LLmET
e e XE100(FEX)

e XESO (Legacy)

| L ,
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T
liminary

New HLT strategy:
® neural network with three hidden layers

® trained on all the E2™5, 3" pr and ¢ values for

Background acceptance

several E7'° algorithms (arXiv:2401.06630) -
° - ; 0 ; I T
signal efficiency improved by ~ 1% point BN trigger public results =
® reducing the background acceptance by ~ 22% ;g T
Expected for next year: E oo - E
. . .. . 04 - 1
® discussing strategy for combining jXE and gXE P E
seeds T e
R
gFEX public results e
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/MissingEtTriggerPublicResults#13_6_TeV_Run_3_performance
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults#ATLAS_Level_1_calorimeter_gFEX_j

Jets

® Phase-l jet identification is provided by jJFEX

® higher efficiency of Phase-l system is attributed to a higher granularity
— which allows for better resolution of close-by jets

® at the HLT, multi-jet chains exploit Full Scan tracking now (new for Run 3) and
reconstruction is much closer offline Particle Flow jets
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§ r o’ IR R R R AR & [ ATLAS _ ® UG EAGN) O P0G (aE0GY)
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jet trigger public results, JINST 19 (2024) P06029
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetTriggerPublicResults#Phase_I_jFEX_jet_trigger_perform
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TRIG-2022-01/

Jets (2)

New opportunities with the Phase-1 system: Large-R jets at L1

® gl J trigger items are based on large-R jet
objects from gFEX

® Jet Finder algorithm responsible to identify jet

objects:

® small block corresponding to small-R jets

® large-R jets area built with a seeded cone
algorithm

® pile-up correction by subtracting the energy
density per trigger tower

® alternative large-R jet object created in

L1Topo

® based on reclustered small-R jets with
p1 > 40 GeV from JFEX

L1 item Rate at L ~ 2 x 10%%cm 257!
glJ140 2.3 kHz
SC111-CjJ40 3.7 kHz
J100 4.3 kHz
CHEP 2024 ATLAS trigger
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults

. . . . jet of hadrons
® | 1-Tau items combine inputs from eFex and jFex systems

® improved isolation thanks to high granularity
® tuning of standalone/combined systems crucial

® calorimetric and tracking information are then combined
at the HLT via ML algorithms (RNN)

® current Phase-1 L1 seeded HLT tau trigger performs
better to Legacy L1 seeded triggers at plateau

2 L R B z T R L B
g B g B
8 g
209l S g ool [
[} E S () —
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- —
0.7 #L1Llegacy —| 0.7+ B #L1Legacy —
06 +L1Phase-l _| 06 +L1Phase-l _|
05l % ATLAS Preliminary | 05 & ATLAS Preliminary |
Data 2024 (May-Aug) Data 2024 (May-Aug)
041 {s=13.6Tev N 04r Vs=13.6 Tev
03+ e-T final state - 03 # e-T final state .|
H 2(~T'T) + i SRs Z(-T'T) + t SRs
0.2~ HLT Tp, > 25 Gev N o2 HLT Tp_ >25GeV N
o1l 1 prong offline medium tau _| o1k * 3 prong offline medium tau |
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Offline tau P, [GeV] Offline tau P [GeV]
tau trigger public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TauTriggerPublicResults

Trigger Menu

Many more physics objects identified by the HLT system:
® clectrons, photons, and muons
® dedicated triggers for B-physics and light states
® triggers exploiting tracking for unconventional signatures (LLP)

The collection of trigger chains and the corresponding set of rules defining their rates is
called Trigger Menu: it defines the Physics program and reach of ATLAS

Signature Rate per stream [Hz]
Design is driven by: Main Delayed TLA
. L . Electron 270
L4 PhyS|cs priorities aiming to record a Photon 120
balanced dataset for analyses Muon 2%
Tau 160
° Representative of major processes Missing transverse momentum 140
. Unconventional Tracking 40
® High efficiency for rare processes B-physics and light states 240
. ; ] . Jet 490 460 5000
® Supporting triggers for calibration, Jet with b-hadrons 190 160
Combined 240 50 830

efficiency measurements. . .

JINST 19 (2024) P06029

Different menus defined for specific purposes and conditions:
® proton-proton and Heavy lon physics
® Cosmics data taking or Standby running when no LHC collisions
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TRIG-2022-01/

Trigger Menu at P1

Trigger Menu optimised with physics coordination to achieve:
® maximum physics output

keep L1 rate around 95 kHz to minimise deadtime from readout

® total output bandwidth must not exceed 8 GB/s
® part of the farm dedicated to MC simulation and other ATLAS computing needs
® space for new ideas/physics needs

°

balancing act between rate versus deadtime and system stability

Menu varies with luminosity and time

1

constantly fine-tuned according to running conditions and new developments

x10% x10%
T [ ATLAS Trigger Operations Preliminary 10[ ATLAS Trigger Operations Preliminary =+ Luminosity — HLT global rate

% 120] sz — Lirate Yo Main physics 8 Trigger-level analysis

= data, May 2024, \/s = 13.6 TeV data, May 2024, /s = 13.6 TeV

: pp data, May 2024, /s =13, s pp data, May 2024, /s =13. = Hadronic physics — CaliorationMonitoring 2.5
£ <+ Luminosity Bphysics and LS M Expross

Luminosity fem~2 s°']
HLT output bandwidth (GB/s]
Luminosity [em~? 5]

0100 0300 0500 0700 0900 1100 01:00 0300 0500 07.00 09:00 100

Time [him] Time [h:m]

Trigger operation public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerOperationPublicResults#Trigger_rates_and_bandwidth

How to escape some of these limitations

Extended in Run3: usage of delayed streams
® increase in the farm capacity enables a larger recording bandwidth but we can't
reconstruct promptly all the events recorded offline
® events in the b-physics and hadronic streams undergo offline reconstruction when
resources allow it

Extra data saved with Trigger Level Analysis (TLA)

X104

ATLAS Trigger Operations Preliminary +-+  Luminosity — HLT global rate

175 M 5= o Tiggeriove analyss == Ot pysie
ppdata, May 2024, /5 = 13.6 TeV ThSgereve S phyis etoring ]
= Hedonicphyscs  mm Express
18] == Bphysics andLS s

Luminosity fem 2 s']

® only records the Trigger results
(much smaller payload)

® possibility to save data at higher rates

HLT event rate [kHz]

® increased physics reach for low energy
systems

61:00 0300 05:00 07:00 0900 7700
Time [him]

Trigger operation public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerOperationPublicResults#Trigger_rates_and_bandwidth

High luminosity!

Huge rate reduction achieved in steps during 2024
® NSW included in muon trigger coincidence

® full commissioning of Phase-1 L1lcalo

Allows ATLAS taking data at unprecedented luminosity level!
® stably sustaining 65 interaction per bunch crossing delivered by the LHC
® total L1 rate below 95kHz
® data-taking efficiency > 95%

10
T T T T T T T T
ATLAS Online 30 F ATLAS Online Luminosity ~ {5=1356Tev E ATLAS O e
(5= 13.6 Tev, 75.2 16 * LHC Stable Beams p—
5=136TeV,

25| PeakLumi: 233 % 10” om?s B —— w22 56Ty 2023pp E=136Tev

[ —mp R

©
8
T

T e T

Recorded Luminosity [pb%0.1]
Cumulative Recording Efficiency [%]

VY L L L
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Lot
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Mean Number of Interactions per Crossing Day in 2024
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L L L L L L L L |
40 60 80 100 120 140 160 180 200
Integrated Luminosity [fb]

3

Luminosity public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3

End of fill optimisation

L1 limitations drop as soon as luminosity decrease

1

effort to exploit extra available rate

New offfline tool that optimises the available end of fill
resources based on a prioritised list of triggers

® jterative data-driven optimisation of the rates
® target L1 rate of 85kHz, 7.5 GB/s HLT bandwidth
® currently used for b-physics and HH triggers, open to new requests

® |ong term project: real-time optimisations!

100 ATLAS Trigger Operations Prelminary. s ATLAS Trigger Operations Prliminary
4 aata, uly 2024
136TeV

Time since Start of Run ()

Trigger operation public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerOperationPublicResults#EoF_with_Trigger_Rate_Auto_Presc

HLT farm and CPU

New for Run 3:
multi-threading to simultaneously process events with a single HLT process

® only a small amount of memory needed for each additional event processing slot
(O(180Mb))

® measurements indicate limits due to the the number of threads

® [ikely reducing the per core performance due to internal locks in sections of the code.

= T E T = Mor ]

£ |+ ATLAS Preliminary - g [ ATLAS Preliminary b © 130 ATLAS Preliminary —

g ol Data2024, <ps> =63 _ g 801 Data 2024, <> =63 2] & 1po[ Data2024, <pi> =63 ]
3 Hybrd: 2 treads S [ oy 2thveads 21 2 o ryrd2iveads
E b -<-Hybrd: dihveass 1 R 70| -o-Hybrid: 4 threads — 5 110/~ -o-Hybid: 4 threads
g -~ Hyrd: 8 threads P & L - Hyoria: s threads 1 B | -oHybiasieads

2 50— o mutithreading g8 &Ml hreading 2 100~ _a-mutiinreading —

= | -8 Multiprocessing i 60— G- Multi-processing P gL G- Multiprocessing 7

2 L Logical cores = 64 4 [T Hardware limit = 128 GB |

s 7 50— — 8o~ !

= o g E 4 70— —

. a | 40— — 60— |

4 [ ] 50— |

30— — n .

- L i pry |

4 20— — C |

1 10 — F 1

ol ] ]

10 20 30 40 50 60 70 10 20 30 40 50 60 70 10 20 30 40 50 60 70

Number of events processed in parallel

Number of events processed in parallel

Number of events processed in parallel

(Measurements performed in a standalone local environment using a machine identical to
those used in the ATLAS HLT computing farm during data-taking, running Alma9)
Trigger Core SW public results
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerCoreSWPublicResults

Conclusions

Very important year for the ATLAS trigger system

° huge r_un_3 r_nileStone: Comp|Etion Of Phase_l E 160 ATLL\SOnH‘neLum‘mcslly‘ E:l‘B.ETeV‘ !
commissioning]! 2 1000 Eurcoeivered ]
° . . . . . 2 [J ATLAS Recorded
full integration of the NSW in the trigger logic E 1200 ooherss 20m
® [lcalo upgrade fully exploited to maximise T 100} TolRecorded: 1159 " E
physics output from hadronic signatures g sof E
£ e0f E
® |ong year of data taking T b i
-
® good LHC performances e - 7
0
02/04 30/04 28/05 25/06 23/07 20/08 17/09 15/10
® more than 100 fb-1 collected by ATLAS!

. . ; Day in 2024
Luminosity public results

® now preparing for Heavy lons — new challenges!

And already looking at the future
® up to 200 collisions per bunch crossing expected to be delivered by the HL-LHC
® new inner detector system
® R&D for increased usage GPUs and FPGAa both at hardware and software level

large number of Machine Learning techniques being explored/investigated

several talks from ATLAS members covering these topics!
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun3

Backup slides
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Why do we need a trigger system?

Standard Model Total Production Cross Section Measurements Status: June 2024
T 10t faay o —— Jone billion times
a jm o ATCAS Prenmimary TTTEOTY j per Second
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E i
- LHC pp Vs=5TeV
sy @ - )
10 . e B o %, 4 one time every
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High Level Trigger

® Fast custom-made software running on CPUs
® Uses offline-like algorithms to reconstruct objects, in steps
® Fast reconstruction, often guided by Rols
® Precision, slower, reconstruction on full detector data
® Applies physics selection
® The data is processed on a computing farm with 60,000 real CPU cores

® CPUs not used by the trigger system, can be used for MC generation and other
ATLAS computing needs

Once an event is accepted by the HLT,
it is recorded and processed at Tier-0 and distributed to the GRID for physics analyses
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HLT farm and CPU

Several improvements during 2022/2023 to reduce
CPU requests:

® overallocation ]

T [ ATLAS Trigger Operations Preliminary -+ Luminosity — HLT globalrate
2 74 May 2024, y/s = 136 Tov B Trggerevelanalyss == Other physics
1750 pp data, May 2024, V5 =136 Te e -
H = Express

® ROS prefetching to speed time to access the
data from the detector when several Rol are
identified

= Had ics
T 15 = Bphysics and LS

Luminosiy [em? s

® improved HLT algorithms (full scan tracking,
photon isolation. . .)

o700 %300 0500 o700 %900 7700
Time (]

® multi step selections to avoid running costly
algs on all event (ie met)

Trigger operation public results

Currently no limitations for this side!

® part of the farm dedicated to MC simulation and other ATLAS computing needs

® space for new ideas/physics needs
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerOperationPublicResults#Trigger_rates_and_bandwidth

