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Full replacement of tracking sub-detectors during Long Shutdown 2 (2018-2022).

Proton-proton data-taking restarted in 2022.

The upgraded LHCb experiment
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30 million visible events / second ; 5x collisions / event as 2018.

~5 TB / second of raw detector data!
Filter to an affordable data rate of interesting collisions with a trigger system.

LHCb-PHO-GEN-2022-003

Ross Hunter, University of Warwick, U.K.
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Full software system of reconstruction & selection algorithms:

◦ e.g. two tracks from a displaced vertex, or topology matching 𝐵! → 𝐽/𝜓(→ 𝜇𝜇)𝜙(→ 𝐾𝐾)

The upgraded LHCb trigger
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Full software system of reconstruction & selection algorithms:

◦ GPU HLT1 at 30 MHz.
◦ The automated Bandwidth Division for the LHCb first-level trigger

Joshua Horswill, Tuesday Parallel (2)

◦ CPU HLT2 (more complex selections) writing to multiple streams (files).

The upgraded LHCb trigger
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Full software system of reconstruction & selection algorithms:

◦ Sprucing (offline/deferred) writing to working-group (charm, 𝑏 → 𝑐 etc) streams (files).
◦ Input for physics analysis.
◦ Sprucing and Analysis Productions: Offline data processing in LHCb without the pain

Nicole Skidmore, Monday Parallel (3) 

The upgraded LHCb trigger
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Trigger “lines” in LHCb
◦ Each stage = collection of “lines” (algorithms) targeting specific event types/signals.

◦ e.g. two tracks from a displaced vertex, or topology matching 𝐵! → 𝐽/𝜓(→ 𝜇𝜇)𝜙(→ 𝐾𝐾)

◦ HLT1: O(50) lines.
◦ See Joshua Horswill’s talk for more info.

CHEP 2024 6Ross Hunter, University of Warwick, U.K.



Trigger “lines” in LHCb
◦ Each stage = collection of “lines” (algorithms) targeting specific event types/signals.

◦ e.g. two tracks from a displaced vertex, or topology matching 𝐵! → 𝐽/𝜓(→ 𝜇𝜇)𝜙(→ 𝐾𝐾)

◦ HLT1: O(50) lines.
◦ See Joshua Horswill’s talk for more info.

◦ HLT2 and Sprucing: O(4000) lines!
◦ 100s of authors, 10000s of parameters.

CHEP 2024 7
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◦ Target bandwidth (GB/s) ~ storage budget (CHF).

Bandwidth division in LHCb
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◦ Target bandwidth (GB/s) ~ storage budget (CHF).
◦ Easy enough to measure coarsely…

…but difficult to share fairly between all the trigger lines.

Bandwidth division in LHCb
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◦ Target bandwidth (GB/s) ~ storage budget (CHF).
◦ Easy enough to measure coarsely…

…but difficult to share fairly between all the trigger lines.

◦ HLT1: O(50) lines; automated, unbiased division.
◦ See Joshua Horswill’s talk for more info.

◦ HLT2 & Sprucing: >4000 lines; automated division is intractable; divide “by-hand”.
◦ Requirements less stringent: 10x data reduction in HLT2, ~50x in HLT1; storage is ~adaptable.

Bandwidth division in LHCb
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◦ Target bandwidth (GB/s) ~ storage budget (CHF).
◦ Easy enough to measure coarsely…

…but difficult to share fairly between all the trigger lines.

◦ HLT1: O(50) lines; automated, unbiased division.
◦ See Joshua Horswill’s talk for more info.

◦ HLT2 & Sprucing: >4000 lines; automated, fair division is intractable; divide “by-hand”.
◦ Requirements less stringent: 10x data reduction in HLT2, ~50x in HLT1; storage is ~adaptable.

Bandwidth decisions need monitoring tools that work at micro (author of 1 line) and macro 
(trigger management) levels.

Bandwidth division in LHCb
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◦ Real trigger & offline processing (simplified):

Bandwidth testing framework
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◦ Real trigger & offline processing (simplified):

◦ UpgradeRateTest on a test machine:

Bandwidth testing framework
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◦ UpgradeRateTest:

◦ Run on test machine from build of LHCb trigger software stack,

◦ Tests run nightly and at request of software testers on Gitlab merge requests,

◦ Scheduled with Jenkins with LHCbPR (EPJ Web Conf. 214 (2019) 05042),

◦ 100k input events takes ~1 hour.

Bandwidth testing framework
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◦ On Gitlab merge request:

◦ Mattermost (instant messaging):

…following the links…

Constructive test feedback

CHEP 2024 15Ross Hunter, University of Warwick, U.K.



HTML “dashboard”
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◦ Big-picture:

LHCb Simulation

Ross Hunter, University of Warwick, U.K.
Upgrade Computing Model TDR

LHCb-FIGURE-2024-034

https://cds.cern.ch/record/2319756?ln=en
https://cds.cern.ch/record/2914403


HTML “dashboard”
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◦ Big-picture:

LHCb Simulation

Ross Hunter, University of Warwick, U.K.

LHCb-FIGURE-2024-034

https://cds.cern.ch/record/2914403


HTML “dashboard”

CHEP 2024 18

◦ In-depth:

Ross Hunter, University of Warwick, U.K.



Tracking over time

CHEP 2024 19Ross Hunter, University of Warwick, U.K.



Facilitating exploratory data analysis
◦ What if your quantity of interest isn’t in the dashboard?
◦ All intermediary files are available for download: allows for fast insights.

CHEP 2024 20Ross Hunter, University of Warwick, U.K.



Facilitating exploratory data analysis
◦ What if your quantity of interest isn’t in the dashboard?
◦ All intermediary files are available for download: allows for fast insights.

◦ E.g. 20 lines of data-frame hacking found the worst discrepancies between real data and 
simulated data…

◦ …and helped us validate that all lines working on simulation worked in real data:

CHEP 2024 21Ross Hunter, University of Warwick, U.K.



Impact

CHEP 2024 22

◦ Macro level: current trigger status →
(even allowing HLT1 to keep 20% more rate 
than design - see Joshua’s Horswill talk.)  

◦ Micro level: MRs →
Bandwidth informs 
merging.

Ross Hunter, University of Warwick, U.K.
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Summary

◦ The upgraded LHCb experiment is operating at 5x previous collision rate, with a full-software 
heterogeneous-architecture trigger system.
◦ More info: Performance of the LHCb heterogeneous software trigger - Alessandro Scarabotto, 

Monday Parallel (2)

◦ Stringent operational targets necessitate a comprehensive bandwidth monitoring & testing 
framework for 100s contributors and 1000s of selection algorithms.

◦ Automated “UpgradeRateTest” framework emulates our trigger system, measures bandwidth 
nightly and on-demand.

◦ Feedback comes as instant-messaging notifications and on Gitlab MRs, leading to HTML 
dashboard designed for management and individual line authors.

◦ Framework enables bandwidth-driven decision-making, and has helped us build a trigger that 
fits within operational constraints, even at 20% higher input.

CHEP 2024 23Ross Hunter, University of Warwick, U.K.



Summary

◦ The upgraded LHCb experiment is operating at 5x previous collision rate, with a full-software 
heterogeneous-architecture trigger system.
◦ More info: Performance of the LHCb heterogeneous software trigger - Alessandro Scarabotto, 

Monday Parallel (2)

◦ Stringent operational targets necessitate a comprehensive bandwidth monitoring & testing 
framework for 100s of contributors and 1000s of selection algorithms.

◦ Automated “UpgradeRateTest” framework emulates our trigger system, measures bandwidth 
nightly and on-demand.

◦ Feedback comes as instant-messaging notifications and on Gitlab MRs, leading to HTML 
dashboard designed for management and individual line authors.

◦ Framework enables bandwidth-driven decision-making, and has helped us build a trigger that 
fits within operational constraints, even at 20% higher input.

CHEP 2024 24Ross Hunter, University of Warwick, U.K.



Summary

◦ The upgraded LHCb experiment is operating at 5x previous collision rate, with a full-software 
heterogeneous-architecture trigger system.
◦ More info: Performance of the LHCb heterogeneous software trigger - Alessandro Scarabotto, 

Monday Parallel (2)

◦ Stringent operational targets necessitate a comprehensive bandwidth monitoring & testing 
framework for 100s of contributors and 1000s of selection algorithms.

◦ Automated “UpgradeRateTest” framework emulates our trigger system, measures bandwidth 
nightly and on-demand.

◦ Feedback comes as instant-messaging notifications and on Gitlab MRs, leading to HTML 
dashboard designed for management and individual line authors.

◦ Framework enables bandwidth-driven decision-making, and has helped us build a trigger that 
fits within operational constraints, even at 20% higher input.

CHEP 2024 25Ross Hunter, University of Warwick, U.K.



Summary

◦ The upgraded LHCb experiment is operating at 5x previous collision rate, with a full-software 
heterogeneous-architecture trigger system.
◦ More info: Performance of the LHCb heterogeneous software trigger - Alessandro Scarabotto, 

Monday Parallel (2)

◦ Stringent operational targets necessitate a comprehensive bandwidth monitoring & testing 
framework for 100s of contributors and 1000s of selection algorithms.

◦ Automated “UpgradeRateTest” framework emulates our trigger system, measures bandwidth 
nightly and on-demand.

◦ Feedback comes as instant-messaging notifications and on Gitlab MRs, leading to a HTML 
dashboard designed for management and individual line authors.

◦ Framework enables bandwidth-driven decision-making, and has helped us build a trigger that 
fits within operational constraints, even at 20% higher input.

CHEP 2024 26Ross Hunter, University of Warwick, U.K.



Summary

◦ The upgraded LHCb experiment is operating at 5x previous collision rate, with a full-software 
heterogeneous-architecture trigger system.
◦ More info: Performance of the LHCb heterogeneous software trigger - Alessandro Scarabotto, 

Monday Parallel (2)

◦ Stringent operational targets necessitate a comprehensive bandwidth monitoring & testing 
framework for 100s of contributors and 1000s of selection algorithms.

◦ Automated “UpgradeRateTest” framework emulates our trigger system, measures bandwidth 
nightly and on-demand.

◦ Feedback comes as instant-messaging notifications and on Gitlab MRs, leading to a HTML 
dashboard designed for management and individual line authors.

◦ Framework enables bandwidth-driven decision-making, and has helped us build a trigger that 
fits within operational constraints, even at 20% higher input than originally planned.

CHEP 2024 27Ross Hunter, University of Warwick, U.K.



Thank you for your attention. 
Any questions? 
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