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• A large part of the LHC physics programme 
relies on accurate Monte Carlo simulation of 
collision events. 
• every single particle needs to be simulated 

• detailed (full) detector response simulation 
most intensive 

• Producing simulated samples → majority of 
experiments’ CPU requirements 
• CMS used 85% CPU for Monte Carlo 

production during 2009-2016 

• half spent detector simulation
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THE NEED FOR MONTE CARLO SIMULATION

ATLAS Software and Computing HL-LHC Roadmap, version 2.1

held on disk; and the number of replicas and versions of datasets will be significantly
reduced.

The current model does not attempt to take into account possible further divisions (i.e.
beyond disk and tape) in the storage quality of service provided by the WLCG sites, and it
assumes only CPU resources without accelerators will be available. The uncertainties when
including accelerators in the resource estimate (e.g. speed improvement factors in each
processing step, relative costs of CPU vs accelerator, availability of accelerators on sites)
are too large to make such an exercise useful. As R&D projects conclude and these
uncertainties are reduced, and once the WLCG has undertaken a discussion of the pledge
mechanism for these resources, the model will be extended to include the impact of
accelerators.

Figure 1: projected evolution of compute usage from 2020 until 2036, under the conservative
(blue) and aggressive (red) R&D scenarios. The grey hatched shading between the red and
blue lines illustrates the range of resources consumption if the aggressive scenario is only
partially achieved. The black lines indicate the impact of sustained year-on-year budget
increases, and improvements in new hardware, that together amount to a capacity increase
of 10% (lower line) and 20% (upper line). The vertical shaded bands indicate periods during
which ATLAS will be taking data.
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• Current methods do not scale 
with HL-LHC data rates and 
more aggressive R&D is 
needed.

Source: ATLAS Software and 
Computing HL-LHC Roadmap 
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• Large efforts to speed-up simulation — fast simulation. 
• Detector response to a particle is parameterised. 

• Fast simulation for particle physics successfully applied at calorimeter level. 
• Generative neural networks also used. 

• Order of magnitude 
speed-up achieved. 

• ATLAS tracking detectors 
fast simulation not 
production-ready yet. 
• Machine learning target 

of this project.
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MOVING TOWARDS FAST SIMULATION

Source: ATLAS Simulation CPU Performance 

Fast Calo 
+Tracker Fast Calo. Full Sim.
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• A generic, HL-LHC style tracking 
detector. 

• Each sensor split into multiple 
readout channels. 
• Can be described as a 2D surface. 

• Goal to be reasonably close to a 
real-world detector. 
• Loosely modelled after the ATLAS 

ITk (58700 sensors, ~5 billion 
electronic channels). 

• Ensures the ability to generalise 
R&D projects for silicon tracking 
detectors.
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OPEN DATA DETECTOR

ACAT-2021

Journal of Physics: Conference Series 2438 (2023) 012110

IOP Publishing

doi:10.1088/1742-6596/2438/1/012110

2

Figure 1. Rendering of the
full Open Data Detector,
the level of detail of the
description can be assessed
by the visible cable and
cooling bundles, such as
stave support in the strip
endcap detector.

2. Subsystems
2.1. Pixel Detector
Pixel sensors are commonly used as particle detection devices closest to the particle origin. They
allow for two-dimensional measurements of energy deposition by a traversing charged particle
with very high granularity and hence deliver a very accurate particle localisation. The ODD
pixel system consists of four cylindrical barrel layers of sensors, accompanied by seven endcap
disk layers on each side. Sensors are staggered both in the azimuthal and longitudinal direction
in order to create maximum coverage.

Figure 2. Innermost layer of the ODD pixel
system at a radius of 36mm.

Figure 3. A single stave of the ODD pixel
system, made up of 14 sensors.

The barrel layers range from radius 36mm to 172mm. The pixel sensors are mounted on
staves and surrounded by carbon foam, which wraps a cooling pipe, as can be seen in Figure 3.
Here, the sensors are drawn in green, while the carbon foam is displayed in grey, with an orange
cooling pipe, and services. The barrel layers consists of a varying number of staves, each carrying
14 sensitive modules, as can be seen in Figure 2. Overall, 2492 pixel sensors are found in the
barrel of the detector. More details can be found in Table 1.

The endcap disks are located on either side of the barrel, ranging from |z| = 620mm to
1520mm. Each disk consists of two rings at r = 76mm and 144mm, featuring 24 and 36
modules distributed in �, respectively, for a total of 420 sensors per endcap.

The pixel system covers a range in pseudorapidity of |⌘| < 4. Each barrel layer is surrounded
by a support cylinder made from carbon fiber, whereas the endcap disks use support rings of
the same material. In addition, a number of carbon fiber support rails are also implemented.

2.2. Strips
Silicon strip sensors have di↵ering segmentation in di↵erent directions. Long strips refer to
strips stretching across the full sensor, while short strips have multiple strip segments in the
strip direction.

In the former case, sensors are typically mounted in pairs, such that the strips are rotated
with respect to one another, to yield a two-dimensional measurement of a particle intersection.
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staves distributed in � carrying 21 modules per stave, respectively. Six corresponding endcap
disks are placed on either side of the barrel, each consisting of two rings with 48 modules each,
resulting in a total of 3036 modules (pairs of sensors) in the long strip system.

The short strip system reaches up to about |⌘| < 3.1, while the long strip system covers a
pseudorapidity range of |⌘| < 2.1.

Name Nominal radius [mm] � staves tilt angle [rad]
Layer 0 820 60 0.15
Layer 1 1020 80 0.15

Table 3. Parameters of the long strip detector

3. Detector characteristics
The sensitive subsystems outlined before form a fully hermetic arrangement of detection
elements. Figure 8 shows a map of hits in sensitive and passive material obtained in full
simulation, illustrating the layout.

Figure 7 shows the obtained number of measurements per track in ⌘ and �. Within |⌘| < 3, at
least 11 measurements are obtained, rising towards the barrel region. In �, >12 measurements
are observed across the entire range. The number of measurements per track is further enhanced
by the sensor being mounted with overlaps, and should allow robust track reconstruction.

Figure 7. Number of
measurements obtained in
ODD as a function of
pseudorapidity and �.

η=0  1  0.5  1.5  

2.0  

2.5  

3.0  

z [mm]  

r[
mm

] 
 

Pixels

Long Strips

Short Strips

Figure 8. Recorded Geant4 hits show-
ing the sensitive and passive material
structures in the ODD in the rz-plane.
The solenoid is omitted in this picture.

Aside from the direct detection subsystems, the ODD tracker system also encompasses a
solenoid of 1.2m radius, which produces a magnetic field of 2.6T in the center of the detector,
which enables momentum measurement through bending of charged particle trajectories.
Figure 9 and Figure 10 show the distribution of passive material as a function of pseudorapidity,
broken down by the various subsystems described earlier, collected from a geantino scan. The
material seen is lowest in the central part of the detector due to higher incident angles, and
rises towards larger absolute values of ⌘. The passive material of the solenoid, shown in blue,
is not expected to a↵ect tracking, as it is located outside of the detection systems. Given the
flexibility of the DD4hep input format, this can be changed or removed easily.

3332 pixel sensors 
9714 strip sensors

Source: The Open Data Detector Tracking System
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• Transformers commonly used with 
sequential data (most commonly 
LLMs), see 1706.03762. 

• Using decoder-only architecture. 
• Input/output data are the same. 

• Target to predict the next element of the sequence. 

• The well known example are the GPT family of models. 

• Specialised on discrete sequences which are tokenised (sequential integers). 
• Can be anything e.g. words, detector modules, … 

• For this application all continuous data is discretised (rounded to two decimal 
points) and each feature is tokenised separately.
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TRANSFORMERS

Source: Cameron R. Wolfe

https://arxiv.org/abs/1706.03762
https://cameronrwolfe.substack.com/p/decoder-only-transformers-the-workhorse
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Run2 ID ITk

TRT

Strip

Pixel

122 33299 39 2795145631066 405 1000 [mm]

µ+ • A sequence of detector hits. 
• With additional start and end “virtual hit” to 

describe input and output state with the same 
data structure. 

• 7 features per hit: 
• particle ID + geometry ID 

• particle momentum (after the hit) 

• hit position on the sensitive detector (local) 

• Each hit is an element of a sequence, 
each particle has its own sequence. 

• Local coordinates taken to constrain hits on the 
sensitive parts and prevent them happening in 
the vacuum.
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DATA REPRESENTATION OF SILICON DETECTORS SIMULATION
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TRAINING & INFERENCE SETUP

Model Parameter Value

input dimension 256

layers 3

heads 4

feedforward dim. 1024

activation GELU

dropout 0.1

Training Parameter Value

epochs 15000

optimizer AdamW

learning rate 0.001

weight decay 0.01

gradient clipping 5.0

batch size 2400

• Sample details: 
• single muons, 70 < pT < 90 GeV, 0.05 < η < 0.25 

• 320000 events 

• training : validation : test = 2 : 1 : 1 

• augmented with random numbers between 
1 and 10000 

• Training performed on the Vega HPC using  
4x NVIDIA GeForce A100 40GB GPU. 
• model size: 30.4 M parameters 

• duration: ~6 days 

• Learning rate variation using cosine annealing 
with warm restarts with a period of one epoch 
and fixed amplitude. 

• Inference: most probable next sequence element 
• ~8 s / 10k particles on a single A100
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• Good agreement with full simulation. 
• Coordinates fluctuating a bit up to ±10 %. 

• Number of hits accurately reproduced. 
• Some difference seen but random numbers 

included in inference.
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RESULTS: SIMULATION (1)
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• Global coordinates show good agreement describing complex detector 
structure. 

• Larger deviations in tails of the z-coordinate due to lower statistics.
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RESULTS: SIMULATION (2)



TADEJ NOVAK ∙ TRANSFORMERS FOR SILICON DETECTOR SIMULATION ∙ CHEP 2024 OCTOBER 21, 2024

• Each event gets assigned a random 
integer between 1 and 10000, both 
at training and inference. 

• Coordinates smeared around the 
true value — generative nature of 
the model is achieved.
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RESULTS: RANDOM NUMBER AUGMENTATION EFFECT
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• Evaluating performance using the 
ACTS (A Common Tracking Software) 
framework. 
• Default test setup for the Open 

Data Detector. 

• Seeding efficiency only ~82 % 
compared to 99 % for full 
simulation. 
• Rounding has no significant effect 

on the reference sample. 

• Hit displacement from the 
estimated helix is too large. 
• Threshold defined by the 

maximum allowed multiple-
scattering effect.
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RESULTS: TRACKING
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RESULTS: TRACKING
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• Transformers can describe a sequence of physics data very well. 
• But the results are too random at the moment, needs optimisation. 

• Training relatively long, but inference is fast. 

• Future plans: 
• Optimise the current setup for better tracking performance. 

• Try to describe continuous features with floating point numbers. 

• Try proper generative sampling of a transformer.

12

CONCLUSIONS & OUTLOOK
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• Positional encoding important 
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DECODER-ONLY TRANSFORMER

token embedding layer 
d = 256 

(model dim)

positional 
encoding 
sin/cos

multi-head 
attention 
heads = 4

layers 
n = 3

feed-forward NN 
d = 1024 

linear model dim → ff dim 
and back with dropout 0.1

output linear 
layer 

d = n_tokens

masking ensures that only 
previous elements in a 

sequence are used

Source: Cameron R. Wolfe

https://cameronrwolfe.substack.com/p/decoder-only-transformers-the-workhorse
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Pixel detectors 

• 2D silicon detectors 

• 5 barrel, 9 endcap layers 

• 9164 modules 

• up to 614400 readout channels per 
module

Strip detectors 

• 1D silicon detectors 
• double-modules with 90° rotation 

to gain 2D detection 

• 4 barrel, 6 endcap layers 

• 49536 modules 

• up to 1536 readout channels per 
module
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STRUCTURE OF THE ITK

Source: ATL-PHYS-PUB-2021-024

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-024/

