Evaluating a File-based Event Builder to enhance
the Data Acquisition in the CMS Experiment
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CMS Data Acquisition System Alternative File-Based Event Builder

Architecture for the LHC RUN 3 (2022-2026) In the LHC Phase-2, filter farm processes need to assemble events from the given orbit for analysis.
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11T 7 — between super-fragments and the event or orbit building process can be eliminated.
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The event builder in the CMS DAQ is responsible for assembling § DAQ custom-designed hardware will identify potential issues during data taking. In contrast, in the LHC

events or orbits. Both the current and future DAQ architectures § Run 3, this task is handled by the EVB, which needs to be integrated with the SFB.
make use of state-of-the-art network technologies, employing

Ethernet switches that support RoCE protocols. The DAQ front-
end hardware is custom-designed, using a reduced TCP/IP Preliminary performance
protocol implemented in FPGA for reliable data transport between Jtests of the SFB using

Super-fragment Builder Protocol

1) SFW requests to EVM N resource to

build
rop oL 2) Asynchronously Event fragments from
- FEROL to EVM & RUs
\ 3) EVM schedule & Control:

custom electronics and commercial computing hardware. DAQ 3 hardware were A. EVM receives enough event
. . . fragment from TCDS FED to
The flleS Created by the event bU”der, eaCh Conta|n|ng around 100 COﬂdUCted at the satisfy one request from N SFWs
events or one orbit, are distributed over NFS among filter farm | peginning of the year with S D Sends @ message fo al HUS
- = t th ith the SFW ID and all
processes USIng RAM dISkS the DAQ 3 EmUIator. Ilggeof ;rUWcI:ontri?Juting wi't.;ln -

super-fragment

By dropping data in the Mi:earger 4) EVM and RUs build the super-
RAM diSk (W|thout HLT), fragments of the requested events and

send them to their SFW

Architecture for the LHC Phase-2 (starting in 2030)

|
@) =) .
Detector Front-Ends (FE) < = =) 5) The SFW after receiving a super-
Trigger Processors ‘ : Trigger and detector data. ~ 50,000 x 1-10 Gbps GBT links :P th c S F B WaS a b I c to reaCh = fragments writes it to the RAM disk
Glotlal T;gger l ~rEzRTEET A w““:21ggtb o 0 Al T the nom|na| 1 1 5 kHZ L1 A) S_FWS get. the humber of events for a
* TTC 4, Lriii 100 Gbs data A A A Back-Ends 8 I given lumisection from EVM
S ERE U st S| =| Detector —]__DTH - rate for the LHC Run 3. A .
— il ——=| Back-Ends | ATCA l \‘Q RU machine
T 4x100 GbE | 2 e 5P
" I Busy e crate [
| CLKILTA * ) - - -
. N
-‘ mam S Builder Filter Farm File Based (B3F)
~ 1000x100 Gbs data links | | | HILLLLL Data to Surface (D2S) 200m fibers | |
v Data to Surface. Data Concentration Network | Super-Fragment Builder #1 Super-Fragment Builder #2 Super-Fragment Builder #N n Su per_Fragment Bu i Ider.
gt T T T T T | ramask ram sk Ramdsk O In this node, the SFB runs and creates the
~ 200 RU/BU servers L ;
T : ] [ '-I— T LS1_Index1 LS1_index1 LS1_index1 stream files in the RAM disk
: = —1 File Broker i Super-fragment 1 l I Super-fragment 2 l [ Super-fragment N l ]
Gichisshatul BT I T Y B T OFile Broker:
~ 200 Tbs bandwidth - R &S ST index3 | Ly I : ! I : [ I : : O Manage the assignment of Super-Fragment
~ 400 x 400 Gbs switch vent Bac oné wn LS1_i&EX2 I Super-fragment 1 | 1 Super-fragment 2 I i Super-fragment N [ . \
T / LS1_i 1
) I I ~index ———— e ] stream files to Filter Farm processes
Top of the Rack (ToR) [N HLT ToR J ToR ~ 10 PB local storage | Cluster Merge & I I i
HLTSWItCheS 50 GBS access StOrage Transfer ------ — T — T

O CMSSW DAQ modules:

sy Se e \j
Central Dat .
GPU GPU efger(?ord?ng r\,\rgDR g ( ¥ V \ [ Eient-#l— [ - = Efnith— - n I N P U T ]

CPU
CPU

CPU CPU

CPU CPU
RA

GPU GPU

For Event in BUI/LST_index!. raw { e N — O Read super-fragments and meta
N ror 2 l:e:g::;izBl{J/LSLindeﬂ.raw, SF); : b : data from all RU RAM disks
fill FEDRawDataCollection with SF raw; i Super-fragment 2 [ | Super-fragment 2 I
3 } i FED N+1to M i “'l FED N+1 to M [ n BU|Id events
L1 accept rate (maximum) 115 kHz 750 kHz T T T : L : : L : O Write booking metadata for HLTD
Event Size 2 MB 3.4 MB § 5 /" FED 1D [ Event -dRav: llzataj ) : FED P 1 FED P | O OUTPUT:
A ) 1024 )TCDS FED - pI"OVZ!. es fu - O e e e . - O e ae e e )
: =| o event ID and trigger type O Write output streams and meta data
Event network traffic 1.84 Tb/s 51 Tb/s % :? — \ 10 local RAM disk
D2S modules FEROL DTH-400/DAQ-800 g - _)[‘“’“bdete““ (Tracker) ) O High Level Trigger Daemon (HLTD):
o
D2S module Ethernet ports 10 GbE 100 GbE - . O Merge output streams to Storage ana
® Transfer System
Number of D2S source ports 650 850 o+ M: :: Subdetector FEDs (Other O Monitoring, scheduling CMSSW
O
D2S network, EVB ports 100 GbE 400 GbE N J Processes
EVB Network 100 GbE RoCE 400 GbE RoCE o All to all HLT input over NFS test 62 RU x 196 FU) with Run 3 DAQ | |
. This plot shows the B3F performance using DAQ 3
plutil 3 e EYS MEeEs ~ 60 ~200 RUBU nodes of all-to-all HLT NFS using TCP/IP
AErETEe Super-fragment (67 st';(e:ﬁggments) . —z27meperinout— OPEration with a script running in each node to
z e ge€nerate RAM disk files using real event sample:
Event Builder (EVB) Protocol 2 5000 _;'Leespeedmal- . Tot_al throughput lelted.by top of the rack switch
") BU requeststo EVM N resource ol 2 5000 40x100GBit uplinks 40 x 100 GbE (8 links per rack);
2) Asynchronously Event fragments 1002 | - Better result with larger files (nearly 90% of the line
) EVXI Z?Gdr:feigsogzrgﬁgh event 0 100 200 300 400 Speed)’
e Ay seconds * Next step to explore NFS over RDMA.
B. EVM sends a message to all
TR Future Work
and all IDs of RU contributing . . . .
gy L super-fragment In the LHC Run 3, the main goal is to develop and Looking ahead to the LHC Phase-2, depending
Manager ' ragments of the requested evers . commission the File-based Event Builder during on the success of the File-based Event Builder

9 after recaiving all super-fragments for§ nariods when data is not being taken. The target for during the LHC Run 3, the DAQ architecture will

an event the BU builds the event and

b b s « | the File-based Event Builder is to go operational need to be updated and take advantage of new
for data taking during the final years of the LHC technologies as part of a redesigned system.

given lumisection from EVM
RUBU machine
Run 3.

@

.
.......

Name: Srecko Morovic
Organization: UCSD

Email: andrea.petrucci@cern.ch Email: srecko.morovic@cern.ch
Phone: +41227662563 Phone: +41754116276

Name: Andrea Petrucci

"Track 2 - Online and real-time computing” Organization: UCSD
rganization.

as Poster 14 in session “Poster” on Tuesday, @ CONTACTS
the 22" of October 2024




