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The data acquisition (DAQ) system stands as an essential component within the CMS experiment at CERN.
It relies on a large network system of computers with demanding requirements on control, monitoring, con-
figuration and high throughput communication. Furthermore, the DAQ system must accommodate various
application scenarios, such as interfacing with external systems, accessing custom electronics devices for
data readout, and event building. We present a versatile and highly modular programmable C++ framework
designed for crafting applications tailored to various needs, facilitating development through the composi-
tion and integration of modules to achieve the desired DAQ capabilities. This framework takes advantage of
reusable components and readily available off-the-shelf technologies. Applications are structured to seam-
lessly integrate into a containerized ecosystem, where the hierarchy of components and their aggregation is
specified to form the final deployable unit to be used across multiple computers or nodes within an orchestrat-
ing environment. The utilization of the framework, along with the containerization of applications, enables
coping with the complexity of implementing the CMS DAQ system by providing standardized structures and
components to achieve a uniform and consistent architecture.
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