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An automation framework for the calibration of the
CMS Precision Proton Spectrometer
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The PrecisionProton Spectrometeris a systemof near-beam tracking and timing detectors, located in Romanpots (RPs)at about 200m = - ANINO+HPTD@adout

from the CMSinteraction point (IP)[1]. TheRomanPotsare movablemechanicaldevicesthat allow the detectorsto be broughtveryclose | - : A Doublediamondlayout
(within a few mm) to the beam,to measurethe 4-momentum of the scatteredprotons, alongwith their time-of-flight from the IR PPSs e Au Tt thickness
takingdata duringthe LHCRun3 with its upgradeddetector system[2]. ' |
ThePPhysicsprogramis focusedon Central ExclusiveProduction(CEP)a family of processesn whichthe protonssurvivethe interaction |
at the IP. Information on the proton kinematicpropertiescanbe correlatedwith the decayproductsmeasuredby the CMScentraldetectors,
providinga strong backgroundsuppressionandcleanlytaggingCERevents

CMS ATOMATION-RAMEWORK PPS Al IBRATIONWORKFLOWS

Originallydevelopedfor the calibrationof the CMSElectromagnetic€Calorimeterthe Automation Frameworkis now Tracking workflows
being adopted by many sub-detectors Themain objectiveis to reducerepetitive time-consumingtasksthat were
previouslyperformedby scientistsandturn them into automatic workflows.
Thisalsocomeswith the benefit of makingthe resultsavailablemore promptly, thus ensuringa quick responsein
caseof anomalies
Theautomation processess extremely versatile, but, in its basicusage,it takesthe data that are producedat the
Promptreconstructionevel Thesealreadyincludesomefast calibrationsthat are executedby analysingsmallsetsof PLANE  awsqsoreq o || STATION  sompsston o
data (after the Expressreconstruction, and allow the automation to leverage the full statistics and perform _ S 8 2 j y l
calibrationroutinesthat canonly be executedoffline. e o tures: B B e
Theframeworkwasdevelopedusingindustry-gradetools, suchasGitLab,InfluxDB JenkinsHTCondorand Grafana, A Multiple input data -2 s |

. . sources R e - . .
hostedby the OKDPaa$latform that is availableat CERIN A Computationally N . 1 B
Calibrationworkflows, which consistin a sequenceof tasks are implemented as simple Python scripts, and call e et 0 - y
CMSSWramework pluginsthat would previouslybe executedmanually Eachtask can submit multiple jobs via Y | ! I
HTCondarprofiting from the availablecomputing clusters Data can be aggregatedfollowing userdefined logics, B PN e
e.g., PPSalibrationsgroupdataby data-takingrun. W
Thestatus of eachtaskand job, for eachrun is madepersistentusing InfluxDBand Jenkinsactsasa steeringwheel Timing workflows
for the submissionand executionof the analysigobs. A Grafanamonitoring dashboardwas developedin order to Two calibration workflows are vital for the timing detectors [4]:
spotanyfailuresandallow usersto intervenewhenneeded A Alignment and timewalk correction

O correct the time of arrival as a function of the signal ttmeer-threshold
and subtract constant time offsets
Perchanneltime resolution measurement

[ LizeroBis | O essential to weight properly every channel hit when combining the time
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A 2 stations per sector
A 4 planesper station
A 10-12 channelsper plane

Themain calibration workflowfor tracking detectors consists in the computation
of their efficiency[3], which evolves over time because of radiation damage:

A Compute the efficiency of each detector plane

A Convolve the peplane results in a tracking station efficiency
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A High interdependency between workflows
End of Run » End of Run - 4gh A The computation of the channel resolution requires iterative steps
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The automation of calibration procedures, albeit with some overhead, has
proven tohugely decrease the persetime required by calibration tasks
A Calibration procedures that previously took2Imonths of user

time, now require a few days in total

The PPS calibrations arery efficient and fasteven when requiring the
re-reconstruction of entire datasets:
A The entirePPS 2024 calibration datasdd{3 TB) was processed in
D36 hours
A Finer optimizations are now possible, as an easy-&round time
can be achieved

Automatic calibrations also allow foetter monitoring:
A Dedicated applicationsire being developed
A Longtime trendscan be observed and used to improve the
detector operation in view of better performance [5]
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