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Themes
● Tokens, Tokens, Tokens

○ Tokens being widely used and lessons are being learned
○ Current production setups 
○ Development of best practice
○ Indigo-IAM development (also in response to “lessons learned”)
○ Adoption of tokens outside WLCG - early stages

● Operations
○ Grid computing adapts to changing circumstances

■ Operations: Optimizing use of available resources
■ Monitoring
■ New architectures and modern resources: ARM, HPCs and Clouds! 

○ Security: It’s not just technology, people matter, too
● Distributed computing as part of non-WLCG computing models:

○ Gaining popularity especially in Astronomy: SKA, LSST, Einstein Telescope, CTA, HERD, but also DUNE 
(not astronomy)

■ Predicted SKA data volumes easily comparable to WLCG, building on WLCG experience for large 
scale operations!

Link to all track 4 talks: https://indico.cern.ch/event/1338689/sessions/553987/#all
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Tokens 

● Tokens are now a reality! The infrastructure is almost token ready- time to focus on the 
operational models!

● DC24, a major milestone: millions of transfers with tokens! Lessons learned:
○ Token implementations of middleware need to improve: 

FTS/Rucio/Dirac workflows/IAM: all doing a lot of work:
■ Since August ATLAS has been running tokens to 15 sites: 1-2Hz with 5Hz spikes! 

○ Performance must be stress-tested
● IAM is being improved:

○ Moving from OpenShift to K8S
○ Better token lifecycle management and storage
○ OIDC/OAuth 2.0: from MitreID Connect 

to Spring Authorization Server 
○ Open Policy Agent (OPA) to speed up

policy evaluation and a move to 2FA
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Tokens
● CMS has made strides in token usage:

○ Every CE but 3 use tokens for pilot submissions, analysis 
to follow

○ CMS is using tokens in production (via Rucio) since 
early September (in over 30 sites)

■ 1 token per dataset, IAM can handle just fine
○ By the end of 2025 all services should be able to handle 

both x509 and tokens!
● Fermilabs’ Vault instance is used to manage tokens:

○ All FNAL hosted experiments (minus CMS) have been 
using tokens with all grid jobs for over a year now, with 
the CILogon OIDC Provider.

○ Vault is hiding the token complexity from users:
■ Vault is paid but there is a very promising open 

source version.
○ CMS will do the same, possibly via a CERN instance.

4

Brian Bockelman -  CMS Token Transition

Nick Smith - Fermilab’s Transition to Token
Authentication 

Fri 25th Oct - Track 4 summary: Distributed Computing - 4

https://indico.cern.ch/event/1338689/contributions/6011018/attachments/2952023/5189488/CMS%20Token%20Transition.pdf
https://indico.cern.ch/event/1338689/contributions/6011022/attachments/2950087/5185443/CHEP24_Talk_FermiTokens.pdf
https://indico.cern.ch/event/1338689/contributions/6011022/attachments/2950087/5185443/CHEP24_Talk_FermiTokens.pdf


Tokens

● The balance between operability, security and performance 
needs to be found:

○ The Token Trust and Traceability  WG Aims to form 
best practices, for users, devs, service providers + 
issuers.

○ Audience, lifetime, scopes are the three orthogonal 
parameters that one needs to tweak to meet the 
operational needs without compromising too much 
security.

● Next steps:
○ Use tokens on all grid jobs for stageout and reading
○ Users no longer need to issue x509/proxies
○ Accounting needs to be figured out

5Fri 25th Oct - Track 4 summary: Distributed Computing - 5

Matt Doidge - Early recommendations from 
the Token Trust and Traceability WG

Tom Dack - WLCG transition from
X.509 to Tokens: Progress and Outlook

https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010998/attachments/2949815/5184836/TTTCHEP24-1.0-final.pdf
https://indico.cern.ch/event/1338689/contributions/6010716/attachments/2952151/5189745/AuthZChep24.pdf
https://indico.cern.ch/event/1338689/contributions/6010716/attachments/2952151/5189745/AuthZChep24.pdf


Operations - Monitoring

● WLCG central ops: 
○ Size and complexity of infrastructure grows: 

new architectures, non-grid sites person-power 
doesn’t.

○ Focus is on integrating those heterogeneous 
resources, while keeping the grid operating 
(while pushing for common tools and 
approaches!)

● ATLAS Hammercloud
○ Automatic exclusion/recovery of sites 

● Monitoring:
○ Unified Experiment Monitoring
○ Experiment specific: CMS

■ Common tools and technologies to 
minimize maintenance and operations 

6

Brij Kishor Jashal - Advanced monitoring 
capabilities of the CMS Experiment for LHC Run3 

and beyond
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Ewoud Ketele - Unified Experiment Monitoring

https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010925/attachments/2953041/5191544/CHEP24_CMS_monit-upload.pdf
https://indico.cern.ch/event/1338689/contributions/6010991/attachments/2952841/5191600/CHEP.pdf


Marta Bertran Ferrer- Whole-node 
scheduling in the ALICE Grid: Initial 

experiences and evolution opportunities

Operations - Optimisations
● Optimising the use of available resources:

○ ATLAS: HEP benchmark
■ Distinguishing fact/reality from fiction/ideal case

○ ATLAS: Results of the review of the ATLAS workflow 
management system (PanDa)

○ ALICE: Job Optimizers
■ Submit jobs faster and to the correct sites

○ ALICE: Whole node scheduling
■ Better exploit node resources with tuned payloads

○ ALICE: Unprivileged subdivision of job resources within 
the ALICE grid

○ CMS pilot overloading
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Natalia Szczepanek - Optimization of ATLAS 
computing resource usage through a modern 
HEP Benchmark Suite via HammerCloud and 

PanDA

https://indico.cern.ch/event/1338689/contributions/6010973/attachments/2953116/5191684/ALICEWholeNode_Bertran.pdf
https://indico.cern.ch/event/1338689/contributions/6010973/attachments/2953116/5191684/ALICEWholeNode_Bertran.pdf
https://indico.cern.ch/event/1338689/contributions/6010973/attachments/2953116/5191684/ALICEWholeNode_Bertran.pdf
https://indico.cern.ch/event/1338689/contributions/6011005/attachments/2952947/5191950/CHEP_Szczepanek_20241023.pdf
https://indico.cern.ch/event/1338689/contributions/6011005/attachments/2952947/5191950/CHEP_Szczepanek_20241023.pdf
https://indico.cern.ch/event/1338689/contributions/6011005/attachments/2952947/5191950/CHEP_Szczepanek_20241023.pdf
https://indico.cern.ch/event/1338689/contributions/6011005/attachments/2952947/5191950/CHEP_Szczepanek_20241023.pdf


Operations - Alternative architectures

● LHAASO trying to integrate Chengdu Supercomputing Centre 
○ Dedicated link to avoid firewall issues and 

SLURM/HTCondor/XrootD to the rescue
● ALICE integrating the Perlmutter HPC

○ Integrated successfully getting the resources equivalent of a T2
● JAliEn (ALICE’s Grid Framework) evolved to support ARM!

○ Also riscv64 architecture, as a proof of concept
● CVMFS performance upgrades:

○ New cache manager to open fewer files and improvements on parallel downloads!
● HEPCloud, after 6 years and a lot of problem solving is now a mature provisioning system which provides access 

to compute resources (HPC + clouds) similar to the size of the US CMS Tier-1 facility at Fermilab!
● SPECTRUM

○ EU funded project:  focus on strategy, but also technical blueprint for data-intensive science and 
infrastructures
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Sergiu Weisz  - Integrating the Perlmutter 
HPC system in the ALICE Grid

http://english.ihep.cas.cn/lhaaso/
https://indico.cern.ch/event/1338689/contributions/6011007/attachments/2951982/5189379/CHEP%202024%20-%20Integrating%20the%20Perlmutter%20HPC%20system%20in%20the%20ALICE%20Grid%20-%20Sergiu%20Weisz-4.pdf
https://indico.cern.ch/event/1338689/contributions/6011007/attachments/2951982/5189379/CHEP%202024%20-%20Integrating%20the%20Perlmutter%20HPC%20system%20in%20the%20ALICE%20Grid%20-%20Sergiu%20Weisz-4.pdf


Security
● Threat from cyber attacks is persistent: strategy and a plan 

are needed

● People are the key: Communicate, collaborate, share

● Security operations centre (SOC) fits with an overall 
cybersecurity plan such as the Trusted CI  Framework. 

○ Be proactive to prevent cybersecurity incidents: 
monitor, detect, respond

● The pDNSSOC package was suggested as a lightweight way 
for smaller sites to get the benefits of a SOC; more 
volunteers/testers of this would be welcome.
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David Crooks  - Designing Operational 
Security systems: People, Processes and 

Technology

https://github.com/CERN-CERT/pDNSSOC
https://indico.cern.ch/event/1338689/contributions/6011015/
https://indico.cern.ch/event/1338689/contributions/6011015/
https://indico.cern.ch/event/1338689/contributions/6011015/


Life outside the WLCG - 1
● SKA (all purpose radio telescope): 

● At full operations expects rates up to 400 PB/year
by 2030 - easily comparable to LHC experiments

● Construction is planned in stages and data from the 
very first stage is available

● Computing organized in ~9 SRCNet resource centres, 
using common tools like IAM

● CTA (gamma ray astronomy):
● Observations planned to start at 2030. Simulations are 

running since 2011
● Production system centred around DIRAC (to move to 

DiracX)* with a CTA specific extension and soon Rucio
● Einstein Telescope (gravitational wave observatory):

● (Data) challenge driven iterative development
for computing model

● Still multiple iterations expected
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Ian Collier -The path to exabyte astronomy: 
SRCNet v0.1 for the Square Kilometre Array

Natthan Pigoux - The Cherenkov Telescope 
Array Observatory Production System Status 

and Development

https://www.skao.int/en
https://www.ctao.org/
https://www.einsteintelescope-emr.eu/en/
https://indi.to/DHhVG
https://indico.cern.ch/event/1338689/contributions/6011027/attachments/2953422/5193256/20241024-SKA-Exascale-CHEP.pdf
https://indico.cern.ch/event/1338689/contributions/6011027/attachments/2953422/5193256/20241024-SKA-Exascale-CHEP.pdf
https://indico.cern.ch/event/1338689/contributions/6011028/attachments/2953141/5193181/CTAO_Production_System_Status_and_Development.pdf
https://indico.cern.ch/event/1338689/contributions/6011028/attachments/2953141/5193181/CTAO_Production_System_Status_and_Development.pdf
https://indico.cern.ch/event/1338689/contributions/6011028/attachments/2953141/5193181/CTAO_Production_System_Status_and_Development.pdf


Life outside the WLCG - 2
● DUNE (neutrinos)

○ Worldwide distribution of data and compute
○ FNAL legacy systems were used in the first 

prototypes: these have now been replaced
○ Uses HTCondor + GlideinWMS (from CMS) for job 

submission, Rucio for data management.
○ Participated in DC24, validating the new stack

● Vera C Rubin (sky survey)
○ Final phases of construction. Planned to start at 2025
○ Dealing with monitoring and log keeping / analysis 

challenges.
○ Uses PanDa (from ATLAS)/RUCIO/FTS/IAM

● HERD (High Energy cosmic-Radiation Detection facility - in 
space !)

○ > 90 PB, ~16000 CPU cores,  in 10 years
○ Uses DIRAC/Rucio from WLCG
○ T0/T1/T2 distributed model, with T2 doing 

simulations only
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Jacob Michael Calcutt - Evolution of DUNE's 
Production System

Fabio Hernandez - Preparation of Multi-Site 
Data Processing at the Vera C. Rubin 

Observatory

https://www.dunescience.org/
https://rubinobservatory.org/
https://herd.ihep.ac.cn/
https://indico.cern.ch/event/1338689/contributions/6011026/attachments/2953705/5193397/CHEP2024_Production-4.pdf
https://indico.cern.ch/event/1338689/contributions/6011026/attachments/2953705/5193397/CHEP2024_Production-4.pdf
https://indico.cern.ch/event/1338689/contributions/6011017/attachments/2953535/5192481/CHEP2024_Preparation%20of%20Multi-Site%20Data%20Processing%20at%20the%20Vera%20C.%20Rubin%20Observatory.pdf
https://indico.cern.ch/event/1338689/contributions/6011017/attachments/2953535/5192481/CHEP2024_Preparation%20of%20Multi-Site%20Data%20Processing%20at%20the%20Vera%20C.%20Rubin%20Observatory.pdf
https://indico.cern.ch/event/1338689/contributions/6011017/attachments/2953535/5192481/CHEP2024_Preparation%20of%20Multi-Site%20Data%20Processing%20at%20the%20Vera%20C.%20Rubin%20Observatory.pdf
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Thank you!

● Thanks to all the Track 4 speakers and poster presenters!

● To the organization: the program committee and the team of track 

convenors for their outstanding work in making this a success!

● To all of you, making this conference a wonderful experience!

● Looking forward to seeing you all again soon!
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