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• Neutrinos and SMEFT 


• Constraints from coherent neutrino scattering  


• Constraints from reactor neutrino oscillations


• Constraints on CP violation in nuclear beta decay

Plan

Focus: constraints on SMEFT from processes where neutrinos are detected



SMEFT 

ℒSMEFT = ℒD=2 + ℒD=4 + ℒD=5 + ℒD=6 + ℒD=7 + ℒD=8 + …

SMEFT has many higher-dimensional operators:  

Neutrinos enter into a non-negligible fraction of these 
 
Constraints from neutrino physics are essential to sharpen the phenomenological 
constraints on SMEFT Wilson coefficients 



ℒD=5 = (LH)C5(LH) + h . c . →
1
2 ∑

J,K=e,μ,τ

v2[C5]JK(νJνK) + h . c .

SMEFT at dimension-5

H → (
0

v/ 2)

ℒSMEFT = ℒD=2 + ℒD=4 + ℒD=5 + ℒD=6 + ℒD=7 + ℒD=8 + …
Weinberg (1979) 

 Phys. Rev. Lett. 43, 1566 

Dimension 5 operators in SMEFT lead to neutrino masses. The corresponding  Wilson 
coefficients are probed (only) by neutrino oscillations experiments

−v2C5 = UPMNSmdiagU†
PMNS

UPMNS =
c12c13 s12c13 e−iδCPs13

−s12c23 − eiδCPc12s13s23 c12c23 − eiδCPs12s13s23 c13s23

s12s23 − eiδCPc12s13c23 −c12s23 − eiδCPs12s13c23 c13c23

mdiag =
m1 0 0
0 m2 0
0 0 m3

All these parameters known with  
good accuracy (up to ordering ambiguity),  

except for  and m1 δCP



SMEFT at dimension-6

ℒSMEFT = ℒD=2 + ℒD=4 + ℒD=5 + ℒD=6 + ℒD=7 + ℒD=8 + …

At dimension-6 all hell breaks loose
Grządkowski et al 

arXiv:1008.4884 

ℒD=6 = CH(H†H )3 + CH□(H†H ) □ (H†H ) + CHD |H†DμH |2

+CHWBH†σkH Wk
μνBμν + CHGH†H Ga

μνGa
μν + CHWH†H Wk

μνWk
μν + CHBH†H BμνBμν

++CWϵklmWk
μνWl

νρWm
ρμ + CG f abcGa

μνGb
νρGc

ρμ

+CH G̃ H†H G̃ a
μνGa

μν + CHW̃ H†H W̃k
μνWk

μν + CH B̃ H†H B̃ μνBμν + CHW̃BH†σkH W̃k
μνBμν

+CW̃ ϵklmW̃k
μνWl

νρWm
ρμ + CG̃ f abc G̃ a

μνGb
νρGc

ρμ

+H†H(L̄HCeHĒc) + H†H(Q̄H̃CuHŪc) + H†H(Q̄HCdHD̄c)

+iH†DμH(L̄C(1)
Hl σ̄μL) + iH†σkDμH(L̄C(3)

Hl σ̄μσkL) + iH†DμH(EcCHeσμĒc)

+iH†DμH(Q̄C(1)
Hqσ̄μQ) + iH†σkDμH(Q̄C(3)

Hqσ̄μσkQ) + iH†DμH(UcCHuσμŪc)

+iH†DμH(DcCHdσμD̄c) + {iH̃†DμH(UcCHudσμD̄c)

+(Q̄σkH̃CuWσ̄μνŪc)Wk
μν + (Q̄H̃CuBσ̄μνŪc)Bμν + (Q̄H̃CuGTaσ̄μνŪc)Ga

μν

+(Q̄σkHCdWσ̄μνD̄c)Wk
μν + (Q̄HCdBσ̄μνD̄c)Bμν + (Q̄HCdGTaσ̄μνD̄c)Ga

μν

+(L̄σkHCeWσ̄μνĒc)Wk
μν + (L̄HCeBσ̄μνĒc)Bμν + h . c . }+ ℒ4−fermion

D=6



SMEFT at dimension-6

ℒ4−fermion
D=6 = (L̄σ̄μL)Cll(L̄σ̄μL) + (EcσμĒc)Cee(EcσμĒc) + (L̄σ̄μL)Cle(EcσμĒc)

+(L̄σ̄μL)C(1)
lq (Q̄σ̄μQ) + (L̄σ̄μσkL)C(3)

lq (Q̄σ̄μσkQ)

+(EcσμĒc)Ceu(UcσμŪc) + (EcσμĒc)Ced(DcσμD̄c)

+(L̄σ̄μL)Clu(UcσμŪc) + (L̄σ̄μL)Cld(DcσμD̄c) + (EcσμĒc)Ceq(Qσ̄μQ)

+{(L̄Ēc)Cledq(DcQ) + ϵkl(L̄kĒc)C(1)
lequ(Q̄

lŪc) + ϵkl(L̄kσ̄μνĒc)C(3)
lequ(Q̄

lσ̄μνŪc) + h . c . }
+(Q̄σ̄μQ)C(1)

qq (Q̄σ̄μQ) + (Q̄σ̄μσkQ)C(3)
qq (Q̄σ̄μσkQ)

+(UcσμŪc)Cuu(UcσμŪc) + (DcσμD̄c)Cdd(DcσμD̄c)

+(UcσμŪc)C(1)
ud (DcσμD̄c) + (UcσμTaŪc)C(8)

ud (DcσμTaD̄c)

+(QcσμQ̄c)C(1)
qu (UcσμŪc) + (QcσμTaQ̄c)C(8)

qu (UcσμTaŪc)]

+(QcσμQ̄c)C(1)
qd (DcσμD̄c) + (QcσμTaQ̄c)C(8)

qd (DcσμTaD̄c)

+{ϵkl(Q̄kŪc)C(1)
quqd(Q̄lD̄c) + ϵkl(Q̄kTaŪc)C(1)

quqd(Q̄lTaD̄c) + h . c . }
+{(DcUc)Cduq(Q̄L̄) + (QQ)Cqqu(ŪcĒc) + (QQ)Cqqq(QL) + (DcUc)Cduu(UcEc) + h . c . }.

The highlighted operators can be probed by processes where  neutrinos are produced, 
detected,  or exchanged. 
Very often, constraints from non-neutrino processes leave important degeneracies in 
the space of corresponding Wilson coefficients.   



Neutrino master formula

Observable 
rate

Geometric 
factor

Oscillation 
phase

Production 
phase space 

Detection 
phase space

L ≫ σx,y

Eν ≫ |m2
k − m2

l |σi

Eν ≫ mk

7

S T

σx σy

L
S’

T’

Xα
Yβ

ν ν

Masses of 
source and 

target atoms

AA, Gonzalez-Alonso, Tabrizi 
[arXiv:1910.02971] 

dRαβ =
NSNT

32πL2mSmT

3

∑
k,l=1

exp (−i
L(m2

k − m2
l )

2Eν )[dΠPℳP
αkℳ

P*
αl ][dΠDℳD

βkℳ
D*
βl ]

dR =
dN
dt ℳP

αk ≡ ℳ[S → S′ Xανk] ℳD
βk ≡ ℳ[νkT → T′ Yβ]



Constraints from  
coherent neutrino scattering  

Part 2



• Coherent neutrino scattering occurs when neutrino 
scattering on a nucleus has low enough energy such that it 
does not resolve its internal structure. Then  
enhancement of the cross section occurs. 


• Experimentally measured recently by the COHERENT 
collaboration with neutrino produced by stopped pion 
decays and with Argon and CsI targets. 


• Time and nuclear recoil distributions are available. Neutrinos 
from the pion decay and from the subsequent muon decay 
can be disentangled thanks to timing. Neutrinos and anti-
neutrinos from muon decay can also be to some extent 
disentangled thanks to different recoil distributions. 

∼ (A − Z)2

Coherent neutrino scattering
D. Freedman,  
Phys. Rev. D 9 (1974) 1389–1392

COHERENT, Science 357  
[arXiv:1708.01294]
COHERENT, Phys. Rev. Lett. 126 
[arXiv:2003.10630]
COHERENT, Phys. Rev. Lett. 129 
[arXiv:2110.07730]. 



10

π+ 𝒩
L ≈ 0S’ 𝒩

μ+

ν

νν

dRprompt
μ =

NSNT

32πL2mπm𝒩

3

∑
k,l=1

e−i L(m2
k − m2

l )
2Eν [dΠPℳP

μkℳ
P*
μl ]∑

β
[dΠDℳD

βkℳ
D*
βl ]

ℳP
αk ≡ ℳ[π+ → μ+νk]

ℳD
βk ≡ ℳ[νk𝒩 → νβ𝒩]

Coherent neutrino scattering

Negligible in  
COHERENT  

setup
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μ+ 𝒩
L ≈ 0e+ 𝒩

ν̄
ν

νν

dRdelayed
μ =

NSNT

32πL2mμm𝒩

3

∑
k,l=1

e−i L(m2
k − m2

l )
2Eν [dΠPℳP

μkℳ
P*
μl ]∑

β
[dΠDℳD

βkℳ
D*
βl ]

ℳP
αk ≡ ℳ[μ+ → e+νkν̄]

ℳD
βk ≡ ℳ[νk𝒩 → νβ𝒩]

Coherent neutrino scattering

Negligible in  
COHERENT  

setup
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μ+ 𝒩
L ≈ 0e+ 𝒩

ν
ν̄

ν̄ν̄

dR̄delayed
μ =

NSNT

32πL2mμm𝒩

3

∑
k,l=1

e−i L(m2
k − m2

l )
2Eν [dΠPℳP

μkℳ
P*
μl ]∑

β
[dΠDℳD

βkℳ
D*
βl ]

ℳP
αk ≡ ℳ[μ+ → e+ν̄kν]

ℳD
βk ≡ ℳ[ν̄k𝒩 → ν̄β𝒩]

Coherent neutrino scattering

Negligible in  
COHERENT  

setup



Coherent neutrino scattering

After integrating over phase space, one can rewrite the rate in the form

dRprompt

dT
= NT ∫ dEν

dΦνμ

dEν

dσ̃νμ

dT

dRdelayed

dT
= NT ∫ dEν (

dΦνe

dEν

dσ̃νe

dT
+

dΦν̄μ

dEν

dσ̃ν̄μ

dT )

dϕνμ

dEν
=

NS

4πL2
δ(Eν − Eν,π)

dϕνe

dEν
=

NS

4πL2

192E2
ν

m3
μ ( 1

2
−

Eν

mμ )
dϕν̄μ

dEν
=

NS

4πL2

64E2
ν

m3
μ ( 3

4
−

Eν

mμ )
The effective cross sections are 

dσ̃νf

dT
= (m𝒩 + T )

(ℱ(T ))2

8v4 π (1 −
(m𝒩 + 2Eν) T

2E2
ν )Q̃2

f .

recoil kinetic energy  
of nucleus

Nuclear form factor

The effective weak charges encode full information about new physics corrections,  
both in production and in detection

Q̃2
f = Q2

SM + Δf(Ci)

∼ (Z − A)2



Coherent neutrino scattering

Results of our analysis for effective weak charges

along with the nine nuisance parameters that we do not display. We have normalized the
results using the SM value, Q

2

SM,Ar
= 461, with an associated small error that can be

neglected for the purpose of this work. The results in Eq. (5.1) are in perfect agreement
with the SM prediction Q̃2

f
/Q2

SM
= 1. We can disentangle the first charge, Q̃2

µ, from the
other two thanks to its different time dependence: the former enters the rate via (prompt)
pion decay, while the latter do it via (delayed) muon decay. On the other hand the recoil
energy distribution only allows for a mild separation of Q̃2

e and Q̃2
µ̄. To get rid of the large

correlations, which obscure the strength of the results, let us rewrite them as the following
uncorrelated bounds

0

B@
�0.14 �3.48 4.62

�0.69 0.98 0.71

0.55 0.25 0.20

1

CA

0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

Ar

1

Q2

SM,Ar

=

0

B@
6± 59

1.0± 1.2

1.03± 0.48

1

CA , (5.2)

where we have highlighted the most stringent constraints (note that the SM prediction is one
by construction). A particularly interesting case is the SM supplemented by the following
contributions: Q̃2

µ = Q̃2
µ̄ =

⇥
Q

2
⇤
µµ

and Q̃2
e =

⇥
Q

2
⇤
ee

, which is the most general setup that
we can have when considering NP only at detection or in a linear analysis (see Section 3.4).
In this case we find:

 ⇥
Q

2
⇤
µµ⇥

Q
2
⇤
ee

!

Ar

1

Q2

SM,Ar

=

 
1.02± 0.81

1.1± 1.9

!
⇢ =

 
1 �0.68

�0.68 1

!
, (5.3)

which can be rewritten as the following uncorrelated bounds:

�0.48
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

Ar

+ 1.48
�⇥
Q

2
⇤
ee
/Q2

SM

�
Ar

=1.1± 3.0 ,

0.75
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

Ar

+ 0.25
�⇥
Q

2
⇤
ee
/Q2

SM

�
Ar

=1.03± 0.45. (5.4)

The results of this 2D fit are shown in the left panel of Fig. 1, where we also present the
allowed regions if one only uses the total number of events, the energy distribution or the
time distribution.

Finally in the SM scenario there is only one weak charge (Q̃2
µ = Q̃2

µ̄ = Q̃2
e ⌘ Q2), and

we find
�
Q2/Q2

SM

�
Ar

= 1.03± 0.45.

5.1.2. CsI charges

We have carried out a fit to the 2D distributions (nuclear recoil energy and time) provided
in the CsI analysis. This fit has 624 experimental inputs (with their associated uncertain-
ties and backgrounds), 4 nuisance parameters (with their uncertainties) and the three CsI
generalized weak charges. Once again we find that the distribution of the Q̃2

f
charges is

approximately Gaussian, with the following results:
0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

CsI

1

Q2

SM,CsI

=

0

B@
1.33± 0.35

�1.4± 1.5

4.4± 2.3

1

CA ⇢ =

0

B@
1 0.12 �0.09

0.12 1 �0.98

�0.09 �0.98 1

1

CA , (5.5)
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where we have indicated explicitly the dependence of the expected number of CE⌫NS events
on the generalized squared weak charges for the nucleus N , denoted by ~Q2

N ⌘ {Q̃2
µ, Q̃

2
µ̄, Q̃

2
e}.

The expected number of background events of type a, denoted by Nbkg,a
ij

, is obtained
following COHERENT prescriptions, as described in detail in Appendix B. The typical
background sources are the steady state (SS) background, the neutrino-induced neutron
(NIN) background and the beam-related neutron (BRN) background, although the way each
of them is characterized differs slightly in every measurement. Finally, the hsignal/bkg,a

ij
(~x)

functions are linear in the nuisance parameters ~x and vanish at their central values ~x = ~0.
The specific form of these functions for each experimental analysis is given in Appendix B
following once again the COHERENT prescription.

In our numerical analysis we use the 2D distributions (in time and recoil) measured in
the CsI and Ar works [28, 29]. For each of these two datasets we work with a Poissonian
chi-squared function with the following generic form

�2 =
X

i,j

2

0

@�N exp

ij
+N th

ij

⇣
~Q2

N ; ~x
⌘
+N exp

ij
ln

0

@ N exp

ij

N th

ij

⇣
~Q2

N ; ~x
⌘

1

A

1

A+
X

n

✓
xn
�n

◆2

, (4.6)

where �n is the uncertainty of the xn nuisance parameter. All in all we have 52x12 bins in
CsI and 4x10 bins in LAr, cf. Appendix B for further details.

5. Numerical analysis

5.1. Generalized nuclear weak charges

In this section we present the results of the analysis of LAr and CsI data in terms of the
generalized nucleus-dependent weak charges Q̃f . Since the event rate depends quadratically
on these charges, it is convenient to work with their squared values Q̃2

f
.

5.1.1. Argon charges

We carry out a 2D fit to the nuclear recoil energy and time distributions, as described in the
previous section. This fit has 40 experimental inputs(with their associated uncertainties and
backgrounds), 9 nuisance parameters (with their uncertainties) and the three Q̃2

f
charges

that contain the UV information. We find that the distribution of these three charges is
approximately Gaussian, with the following results:12

0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

Ar

1

Q2

SM,Ar

=

0

B@
1.00± 0.82

0.4± 6.2

1.9± 8.2

1

CA ⇢ =

0

B@
1 0.29 �0.31

0.29 1 �0.99

�0.31 �0.99 1

1

CA , (5.1)

12The squared charges have to be positive. Our results are approximately Gaussian (before imposing this
prior) so we will present them in the usual form, i.e., central values, diagonal errors, and correlation matrix.
It is straightforward to impose the Q̃2

f � 0 constraint a posteriori. This will induce a large non-Gaussianity
if and only if the (Gaussian) errors are large.
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V. Breso-Pla et al  
[arXiv:2301.07036]

A more intuitive form 

approximately Gaussian, with the following results:13

0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

Ar

1

Q2

SM,Ar

=

0

B@
1.00± 0.82

0.4± 6.2

1.9± 8.2

1

CA ⇢ =

0

B@
1 0.29 �0.31

0.29 1 �0.99

�0.31 �0.99 1

1

CA , (5.1)

along with the nine nuisance parameters that we do not display. We have normalized the
results using the SM value, Q

2

SM,Ar
= 461, with an associated small error that can be

neglected for the purpose of this work. The results in Eq. (5.1) are in perfect agreement
with the SM prediction Q̃2

f
/Q2

SM
= 1. We can disentangle the first charge, Q̃2

µ, from the
other two thanks to its different time dependence: the former enters the rate via (prompt)
pion decay, while the latter do it via (delayed) muon decay. On the other hand the recoil
energy distribution only allows for a mild separation of Q̃2

e and Q̃2
µ̄. To get rid of the large

correlations, which obscure the strength of the results, let us rewrite them as the following
uncorrelated bounds

0

B@
�0.14 �3.48 4.62

�0.69 0.98 0.71

0.55 0.25 0.20

1

CA

0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

Ar

1

Q2

SM,Ar

=

0

B@
6± 59

1.0± 1.2

1.03± 0.48

1

CA , (5.2)

where we have highlighted the most stringent constraints (note that the SM prediction is one
by construction). A particularly interesting case is the SM supplemented by the following
contributions: Q̃2

µ = Q̃2
µ̄ =

⇥
Q

2
⇤
µµ

and Q̃2
e =

⇥
Q

2
⇤
ee

, which is the most general setup that
we can have when considering NP only at detection or in a linear analysis (see Section 3.4).
In this case we find:

 ⇥
Q

2
⇤
µµ⇥

Q
2
⇤
ee

!

Ar

1

Q2

SM,Ar

=

 
1.02± 0.81

1.1± 1.9

!
⇢ =

 
1 �0.68

�0.68 1

!
, (5.3)

which can be rewritten as the following uncorrelated bounds:

�0.48
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

Ar

+ 1.48
�⇥
Q

2
⇤
ee
/Q2

SM

�
Ar

=1.1± 3.0 ,

0.75
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

Ar

+ 0.25
�⇥
Q

2
⇤
ee
/Q2

SM

�
Ar

=1.03± 0.45. (5.4)

The results of this 2D fit are shown in the left panel of Fig. 1, where we also present the
allowed regions if one only uses the total number of events, the energy distribution or the
time distribution.

Finally in the SM scenario there is only one weak charge (Q̃2
µ = Q̃2

µ̄ = Q̃2
e ⌘ Q2), and

we find
�
Q2/Q2

SM

�
Ar

= 1.03± 0.45.

13The squared charges have to be positive. Our results are approximately Gaussian (before imposing this
prior) so we will present them in the usual form, i.e., central values, diagonal errors, and correlation matrix.
It is straightforward to impose the Q̃2

f � 0 constraint a posteriori. This will induce a large non-Gaussianity
if and only if the (Gaussian) errors are large.
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5.1.2. CsI charges

We have carried out a fit to the 2D distributions (nuclear recoil energy and time) provided
in the CsI analysis. This fit has 624 experimental inputs (with their associated uncertain-
ties and backgrounds), 4 nuisance parameters (with their uncertainties) and the three CsI
generalized weak charges. Once again we find that the distribution of the Q̃2

f
charges is

approximately Gaussian, with the following results:
0

B@
Q̃2

µ

Q̃2
µ̄

Q̃2
e

1

CA

CsI

1

Q2

SM,CsI

=

0

B@
1.33± 0.35

�1.4± 1.5

4.4± 2.3

1

CA ⇢ =

0

B@
1 0.12 �0.09

0.12 1 �0.98

�0.09 �0.98 1

1

CA , (5.5)

along with the nuisance parameters. Here, Q2

SM,CsI
= 5572. As in the LAr case, we

can separate much better Q̃2
µ from the other two charges thanks to the use of the time

information. The results can be rewritten as the following uncorrelated bounds:
0

B@
�0.04 �1.80 2.85

0.80 0.12 0.09
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0
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Q̃2
e
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CA
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1

Q2

SM,CsI

=

0

B@
15.1± 9.1

1.28± 0.28

0.81± 0.19

1

CA , (5.6)

where we find again good agreement with the SM predictions (one).

Considering only NP at detection we find
 ⇥

Q
2
⇤
µµ⇥

Q
2
⇤
ee

!

CsI

1

Q2

SM,CsI

=

 
1.32± 0.34

0.44± 0.61

!
⇢ =

 
1 �0.73

�0.73 1

!
, (5.7)

which can be re-written as the following uncorrelated bounds:

�0.84
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

CsI

+ 1.84
�⇥
Q

2
⇤
ee
/Q2

SM

�
CsI

= (�0.3± 1.4) ,

0.69
⇣⇥

Q
2
⇤
µµ

/Q2

SM

⌘

CsI

+ 0.31
�⇥
Q

2
⇤
ee
/Q2

SM

�
CsI

= (1.04± 0.16) . (5.8)

The results of this 2D fit are shown in the right panel of Fig. 1. We present as well the
allowed regions if one uses only the total number of events, the energy distribution or the
time distribution. Finally, we also show the result obtained using the full 2D distribution of
the first CsI dataset [3], which is in good agreement with Fig. 6 in Ref. [29]. One observes
a clear improvement when the entire CsI dataset is used.

Finally in the SM scenario there is only one weak charge (Q̃2
µ = Q̃2

µ̄ = Q̃2
e ⌘ Q2), and

we find
�
Q2/Q2

SM

�
CsI

= 1.04± 0.16.

5.2. WEFT coefficients

In this section we move to consider the constraints on the nucleon- and quark-level
EFT Wilson coefficients, stemming from our analysis of LAr and CsI CE⌫NS data.
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Q2
SM,Ar ≈ 461

Q2
SM,CsI ≈ 5572



Coherent neutrino scattering
Translation into SMEFT constraints

Eq. (5.10) are translated into constraints on the SMEFT Wilson coefficients using the map

✏uu↵↵ = �gZu

L + �gZu

R +

✓
1�

8s2
✓

3

◆
�gZ⌫↵

L
�

1

2
[c(1)
lq

+ c(3)
lq

+ clu]↵↵11 ,

✏dd↵↵ = �gZd

L + �gZd

R �

✓
1�

4s2
✓

3

◆
�gZ⌫↵

L
�

1

2
[c(1)
lq

� c(3)
lq

+ cld]↵↵11 . (C.9)

C.3. Fit results

As discussed at length in Ref. [40], not all linear combinations of the Wilson coefficients
in Eqs. (C.2) to (C.4) can be constrained by the observables we consider. Some of the
Wilson coefficients are not constrained at all by these observables (at least in the tree-level
approximation we use), while others display flat directions (only certain linear combinations
of Wilson coefficients are constrained, but not all of them independently). One can show
that adding the COHERENT results, while improving some constraints, does not lift any
flat directions in the fit of Ref. [40]. On the other hand, the new observables we add
(hadronic tau decays, Michel parameters) lead to new Wilson coefficients being constrained,
but again do not lift any existing flat directions. In order to isolate the flat directions we
define the hatted variables

[ĉeq]ee11 =[ceq]ee11 + [c(1)
lq

]ee11,

[ĉlu]ee11 =[clu]ee11 + [c(1)
lq

]ee11 � [ĉeq]ee11,

[ĉld]ee11 =[cld]ee11 + [c(1)
lq

]ee11 � [ĉeq]ee11,

[ĉeu]ee11 =[ceu]ee11 � [c(1)
lq

]ee11,

[ĉed]ee11 =[ced]ee11 � [c(1)
lq

]ee11,

[ĉ(3)
lq

]ee22 =[c(3)
lq

]ee22 � [c(1)
lq

]ee22,

[ĉld]ee22 =[cld]ee22 +

✓
5�

3g2
L

g2
Y

◆
[c(1)
lq

]ee22 � [ĉeq]ee11,

[ĉed]ee22 =[ced]ee22 �

✓
3�

3g2
L

g2
Y

◆
[c(1)
lq

]ee22 � [ĉeq]ee11,

[ĉ(3)
lq

]ee33 =[c(3)
lq

]ee33 + [c(1)
lq

]ee33,

[ĉeq]µµ11 =[ceq]µµ11 + [ced]µµ11 � 2[ceu]µµ11,

✏d`P (2 GeV) =0.86[cledq]``11 � 0.86[c(1)
lequ

]``11 + 0.012[c(3)
��ledq lequ

]``11,

[ĉll]µµµµ =[cll]µµµµ +
2g2

Y

g2
L
+ 3g2

Y

[cle]µµµµ. (C.10)

Using these variables, the global likelihood depends on the Wilson coefficients on the right-
hand sides of Eqs. (C.10) only via the ĉ and ✏d`

P
(2 GeV) combinations. Let us stress that

the Wilson coefficients in the r.h.s. of ✏d`
P
(2 GeV) in Eq. (C.10) are defined at µ = mZ .
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Fig. 1: 90% CL allowed regions (��2 = 4.61) for the squared weak charges (normalized to their SM
values) using Ar (left) and CsI (right) data and assuming only NP at detection. For each dataset
we include information from the total number of events (N), from the recoil energy distribution
(E), from the timing distribution (t) and from the 2D distribution (E+t). In the right panel we
also show the contour obtained using only the first CsI dataset [3]. The shaded area indicates the
unphysical region (negative squared charges).

5.2.1. Linear BSM expansion

As shown in Eq. (3.23), at linear order in New Physics there are only 2 free parameters
per target: the flavor diagonal muon and electron weak charges, [Q2]Nµµ,ee. Using Eq. (3.24)
we can express our bounds on the four weak charges (with N = Ar, CsI, see Eqs. (5.3)
and (5.7)) as bounds on the four nucleon-level EFT Wilson coefficients �g⌫pee,µµ and �g⌫nee,µµ.
We find that we can constrain the following orthogonal and uncorrelated linear combinations
of couplings:

0

BBB@

0.55 �0.19 �0.77 0.26

�0.18 �0.56 0.26 0.76

0.74 �0.32 0.53 �0.24

0.32 0.74 0.23 0.54

1
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0

BBB@

�g⌫pee
�g⌫pµµ
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1

CCCA
=

0

BBB@

4± 12

0.5± 3.4

0.22± 0.25

�0.021± 0.079

1

CCCA
. (5.9)

At the quark level, using the map in Eq. (2.9), we can translate these results into con-
straints on the following orthogonal and uncorrelated linear combinations of WEFT Wilson
coefficients:

0

BBB@

0.63 �0.70 �0.22 0.24

0.21 �0.24 0.63 �0.70

�0.68 �0.61 0.30 0.27

0.30 0.27 0.68 0.61

1

CCCA

0

BBB@

✏ddee
✏uuee
✏ddµµ
✏uuµµ

1

CCCA
=

0

BBB@

2.0± 5.7

�0.2± 1.7

�0.037± 0.042

�0.004± 0.013

1

CCCA
. (5.10)

The last two constraints in Eq. (5.10) are not expected to change with the inclusion of
quadratic corrections14 and they represent another central result of our work. Once again,

14This is true in the vicinity of the SM value. For large ✏qqll values one can find new allowed regions, the
so-called dark solutions.
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The study of simultaneous NP effects in neutrino production and detection is partic-
ularly relevant in setups with explicit electroweak symmetry, since neutrinos and charged
leptons form SU(2)L gauge doublets. As a result, non-standard contributions to ⌫↵N !

⌫�N come in general with non-standard effects in leptonic pion decay, ⇡ ! ⌫↵`� . Let
us consider for instance the SMEFT operators [O(3)

lq
]µ⌧11 ⌘ (l̄2

L
�µ�kl3

L
)(q̄1

L
�µ�kq1

L
) and

[O(1)

lq
]µ⌧11 ⌘ (l̄2

L
�µl3L)(q̄

1

L
�µq1

L
) (along with their conjugates so that the Lagrangian is Her-

mitian), and let us abbreviate their associated Wilson coefficients as c3 ⌘ v2[C(3)

lq
]µ⌧11 and

c1 ⌘ v2[C(1)

lq
]µ⌧11. At tree level they generate the following WEFT coefficients relevant for

COHERENT:

[✏udL ]µ⌧ = c3 , ✏uuµ⌧ = c1 � c3 , ✏ddµ⌧ = c1 + c3 . (5.14)

We show in Fig. 5 (right panel) the bounds that we obtained on the coefficients c1 and c3
using COHERENT data.

We can also constrain charged-current NSIs using the measurements of leptonic pion
decay widths. To make things simpler, we work with the ratio R⇡ ⌘ �(⇡ ! e⌫)/�(⇡ ! µ⌫)

that, in the specific cases discussed above, is modified as R⇡ = RSM
⇡ /(1 + (✏udµ⌧ )

2). Fig. 5
shows the interplay between this constraint and the one obtained from COHERENT data.

6. Comparison and combination with other precision observables

In this section we discuss the place of the COHERENT experiment in the larger land-
scape of electroweak precision observables. To this end we will employ the SMEFT frame-
work [16, 17], which will allow us to combine information from COHERENT and other
experiments below the Z-pole, with that obtained by the high-energy colliders at or above
the Z-pole.16 It will also allow us to combine the information from NC and CC processes,
which are related by the SU(2)L gauge symmetry. We consider operators up to dimension
six, using the standard SMEFT power counting where the corresponding Wilson coefficients
are O(⇤�2) in the new physics scale ⇤. Consequently, we expand observables to order 1/⇤2,
ignoring higher order corrections. This implies that we only need the linearized version of
the COHERENT results obtained in the WEFT formalism, cf. Eq. (5.10).

The COHERENT experiment probes contact 4-fermion interactions between the left-
handed lepton doublets lL and quark doublets qL, and singlets uR, dR. The relevant
dimension-6 operators are [17]

LSMEFT �C(1)

lq
(l̄L�µlL)(q̄L�

µqL) + C(3)

lq
(l̄L�µ�

klL)(q̄L�
µ�kqL)

+Clu(l̄L�µlL)(ūR�
µuR) + Cld(l̄L�µlL)(d̄R�

µdR). (6.1)

Here, the capital letter Wilson coefficients are dimensionful, [CX ] = mass�2. For the
numerical analysis it is more convenient to work with dimensionless objects cX = v2CX ,
where v ' 246.22 GeV. The SM fields are 3-component vectors in the generation space,

16See Refs. [60–62] for previous SMEFT analyses that included some COHERENT observables.
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• Only 4 constraints and not 6 because one can show that, at linear order in new physics, 
  there are only two independent charges per nucleus, that is   

• Only two combination of SMEFT parameters are efficiently constrained, at the percent 
level 

Q̃μ = Q̃μ̄

Ignoring quadratic corrections in Wilson coefficients one gets the constraints

V. Breso-Pla et al  
[arXiv:2301.07036]



Coherent neutrino scattering
Combination of COHERENT constraints with other  
low- and high-energy electroweak precision tests  

Assuming flavor symmetric  Wilson coefficients 
one see O(1) improvement in some constraints

(U(3)5)

l d

dl

l u

ul
V. Breso-Pla et al  

[arXiv:2301.07036]



Fig. 7: Left panel: Marginalized 1-sigma bounds (��2
' 2.3) on the (combination of) SMEFT

Wilson coefficients [ĉeq]ee11 and [clu]µµ11 from a global fit to EWPO in the flavor-generic SMEFT
without (gray) and with (green) COHERENT data. Right panel: The same for the [ĉeq]ee11-[cld]µµ11
pair of Wilson coefficients.

We restrain ourselves from copying here the 65 ⇥ 65 correlation matrix. This, as well
as the full Gaussian likelihood function in the Higgs or Warsaw basis, is available in the
numerical form on request. We highlighted in red the Wilson coefficients whose bounds
have improved significantly thanks to including the COHERENT results. The improve-
ment is illustrated in Fig. 7. The most spectacular effect is observed for the combination
[ĉeq]ee11 = [ceq]ee11+[c(1)

lq
]ee11. In the fit of Ref. [40] it was constrained only by the CHARM

measurement of electron neutrino scattering on nuclei [93], which is however very impre-
cise. The COHERENT results analyzed in this paper reduce the error bars on [ĉeq]ee11 by
a factor of 5.
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Constraints from  
reactor neutrino oscillations

Part 3EFT in reactor experiments: Detection  
 

Detection Through IBD Process: 
 
 
 
Neutrino energy: 
 
 
 
 
Starting from the non-relativistic effective Lagrangian: 
 
 

depend on neutrino energy        suppressed 
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𝒩 p
L ∼ km n

e−

ν̄ν̄

e+

𝒩

dR̄ee = ∑
𝒩

f𝒩
NSNT

32πL2m𝒩mp

3

∑
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e−i L(m2
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l )
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ℳP
ek ≡ ℳ[𝒩 → 𝒩′ e−ν̄k]

ℳD
ek ≡ ℳ[ν̄k p → e+n]

Reactor neutrino oscillations

Weighted sum over 
nuclei in reactor

'



dRαβ =
NSNT
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20

The rate above is already an observable in neutrino experiments,  
and this is what is used in practical analyses,  

but to compare to commonly used language we can define oscillation probability

dPαβ

dEν
=

∫
dRαβ

dEν

dΦα

dEν
σβ

Neutrino flux  
at the source

Neutrino cross section 
at the target
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Reactor neutrino oscillations



ℒWEFT ⊃ −
2Vud

v2 [[1+ϵL]αβ
ēαγμPLνβ ⋅ ūLγμdL

+[ϵR]αβ
ēαγμPLνβ ⋅ ūRγμdR

+
1
2

ēαPLνβ ⋅ ū[ϵS − ϵPγ5]αβ
d

+
1
4 [ϵT]αβ

ēασμνPLνβ ⋅ ūRσμνdL] + h . c .

Leading order Ccarged current Lagrangian at low energy can be parametrized as 

21

[ϵL]αβ =
v2

Vud
(Vud[C(3)

Hl ]αβ + Vjd[C(3)
Hq]1jδαβ − Vjd[C(3)

lq ]αβ1j)
[ϵR]αβ =

v2

2Vud
[CHud]11δαβ

[ϵS]αβ = −
v2

2Vud
(Vjd[C(1)

lequ]*βαj1 + [Cledq]*βα11)
[ϵP]αβ = −

v2

2Vud
(Vjd[C(1)

lequ]*βαj1 − [Cledq]*βα11)
[ϵT]αβ = −

2v2

Vud
Vjd[C(3)

lequ]*βαj1

Matching to SMEFT

Reactor neutrino oscillations



[X] ≡ eiδCP (s23[ϵX]eμ + c23[ϵX]eτ)
αD =

gS

3g2
A + 1

Re [S] −
3gAgT

3g2
A + 1

Re [T ]

βD =
gS

3g2
A + 1

Im [S] −
3gAgT

3g2
A + 1

Im [T ],

αP =
gT

gA
Re [T ]

βP =
gT

gA
Im [T ]

θ̃13 = θ13 + Re[L]

Short baseline reactor neutrino oscillations sensitive to  
5 distinct linear combinations of dimension-6 SMEFT operators 

Pν̄e→ν̄e
= 1 − sin2 ( Δm2

31L
4Eν ) sin2 (2θ̃13 − αD

me

Eν − Δ
− αP

me

fT(Eν) )
+sin ( Δm2

31L
2Eν ) sin(2θ̃13)( βD

me

Eν − Δ
− βP

me

fT(Eν) ) + 𝒪(ϵ2
X) + 𝒪(Δm2

21)

In  the limit  the survival probability takes the form
Δm2

21L
Eν

≪ 1,

Effects of SM-like V-A interactions parametrized by  are absorbed into mixing angle,  
thus they are not observable in reactor oscillations alone! 

ϵL

AA, M. Gonzalez-Alonso, Z. Tabrizi 
[arXiv:1901.04553]

Approximately 
 known function

depending on 

distribution of 


radioactive nuclei

in reactor


Reactor neutrino oscillations



[X] ≡ eiδCP (s23[ϵX]eμ + c23[ϵX]eτ)

A possible handle to constrain these effects,  
as neutrino experiments quote results in energy bins 

αD =
gS

3g2
A + 1

Re [S] −
3gAgT

3g2
A + 1

Re [T ]

βD =
gS

3g2
A + 1

Im [S] −
3gAgT

3g2
A + 1

Im [T ],

The real parts of scalar and tensor parameters  
lead to “energy-dependent mixing angle”: 

Pν̄e→ν̄e
= 1 − sin2 ( Δm2

31L
4Eν ) sin2 (2θ̃13 − αD

me

Eν − Δ
− αP

me
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31L
2Eν ) sin(2θ̃13)(βD

me
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21)

The imaginary parts of scalar and tensor parameters  
lead to qualitatively distinct oscillation pattern 

Reactor neutrino oscillations
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Figure 2: Allowed regions in the (sin2 2✓̃13 � Re [S]) (first row) and (sin2 2✓̃13 � Im [S]) plane (second row) for
the combined data of the Daya Bay and RENO experiments. The 1-, 2-, and 3-� regions are shown with orange,
blue, and purple, respectively. In the left panels only Re [S] (or Im [S]) is varied at a time, while in the right panels
both vary simultaneously.
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blue, and purple, respectively. The best fit values are marked by ⇥. In the left panels only Re [T ] (Im [T ]) is varied
at a time, while in the right panels both vary simultaneously. The dashed curves correspond to the 3-� regions in
the analysis where only events with E⌫ < 5 MeV are taken into account. We note that the y-axis range is di↵erent
in the upper and lower panels.
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Somewhat better constraint 
on tensor than scalar

Better constraints 
on real than imaginary parts

Reactor neutrino oscillations
Combined constraints using RENO and Daya Bay data

See also the analysis by Daya Bay 
[arXiv:2401.02901]  



See also

EFT Faser  sensitivity study ν

AA, M. Gonzalez-Alonso,  J. Kopp, Y. Soreq, Z. Tabrizi 
[arXiv:1901.04553]

Discussion of neutrino detection in the quasi-elastic regime 
J. Kopp, N. Rocco,  Z. Tabrizi 

[arXiv::2401.07902] 

Figure 2. Contributions to the CCQE differential cross sections for muon neutrinos scattering on
an oxygen target, as a function of the neutrino energy. Results for ⌫e scattering are very similar.
The different colored curves correspond to operators with different Lorentz structures, with the SM
(LL) case shown in gray. For interactions depending on the axial form factor, we compare different
parameterizations of that form factor: the dipole from eq. (2.19) (dotted), the z-expansion fitted to
neutrino–deuteron scattering data (dashed), and the z-expansion fitted to lattice QCD results (solid).
For comparisons, we also show results for neutrino scattering on free nucleons (thinner dot-dashed
lines). The content of this plot is available in tabulated form from the Our main cross-section results
in tabulated form are available from GitHub [41].
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Constraints from  
CP violation  

in nuclear beta decay  

Part 3



Observables in beta decay

Eν = pν ≈ mN − mN′ − Ee

N

N’

eν
peθeθν

N → N′ e∓ν

( j, m ± 1)

( j, m)

pν
Neutrino energy

Electron energy/momentum

Ee = p2
e + m2

e

Information about  the Wilson coefficients can be accessed by measuring (differential) decay width:

dΓ
dEedΩedΩν

= F(Ee){1+b
me

Ee
+a

pe ⋅ pν

EeEν
+A

⟨J⟩ ⋅ pe

JEe
+B

⟨J⟩ ⋅ pν

JEν

+c
pe ⋅ pν − 3(pe ⋅ j)(pν ⋅ j)

3EeEν [ J(J + 1) − 3(⟨J⟩ ⋅ j)2

J(2J − 1) ]+D
⟨J⟩ ⋅ (pe × pν)

JEeEν }
No-one talks about it

Main focus here
Routinely measured correlations

Control lifetime 
and beta spectrum



D parameter

D = − 2r
J

J + 1

Im{C+
V C̄+

A − C+
S C̄+

T + C−
V C̄−

A − C−
S C̄−

T}
|C+

V |2 + |C+
S |2 + |C−

V |2 + |C−
S |2 + r2[ |C+

A |2 + |C+
T |2 + |C−

A |2 + |C−
T |2 ]

Jackson Treiman Wyld (1957)

Ratio of GT and Fermi 
matrix elements 
 extracted from  

global fits

For same spin (J'=J) mixed allowed beta transitions:

r ≈ − ρ/gA

So-called  
mixing parameter 

- Beta decay has to neither pure Fermi nor pure GT 
  
- At least two distinct Wilson coefficients have to be non-zero 
 
- There has to be a relative phase difference between  
these two parameters

For D parameter to be non-zero: 

ℒ(0) = −(ψ†
pψn)[C+

V ēσ̄0ν+C−
V ecσ0ν̄c+C+

S ecν+C−
S ēν̄c]

+
3

∑
k=1

(ψ†
pσkψn)[C+

A ēσ̄kν+C+
A ecσkν̄c+C+

T ecσ0σ̄kν+C−
T ēσ̄kσ̄0ν̄v]



1 GeV

2 GeV

100 GeV

EFT for 
Light Quarks 

1 MeV

? TeV

EFT for 
Nucleons

EFT for 
SM particles 

“Fundamental” 
BSM model

NR EFT for 
beta decay

D parameter
Translation to the quark-level Wilson coefficients 

below the electroweak scale: 

D =
4rgVgA

g2
V + r2g2

A

J
J + 1

Im[ϵR(1 + ϵ*L ) +
gSgT

2gVgA
(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L]

At the linear level in Wilson coefficients, 
D parameter measures the imaginary part  

of non-standard right-handed currents 
involving the left-handed neutrino 

At the quadratic level,  
sensitivity to imaginary parts  
of scalar and tensor current 

and to interactions of  
right-handed neutrino

ℒ ⊃ −
2Vud

v2 { (1+ϵL) ēσ̄μν ⋅ ūσ̄μd + ϵ̃L ecσμν̄c ⋅ ūσ̄μd

+ϵR ēσ̄μν ⋅ ucσμd̄c + ϵ̃R ecσμν̄cucσμd̄c

+ϵT
1
4

ecσμνν ⋅ ucσμνd + ϵ̃T
1
4

ēcσ̄μνν̄c ⋅ ūσ̄μνd̄c

+ϵS
1
2

ecν ⋅ (ucd + ū d̄c) + ϵ̃S
1
2

ēν̄c ⋅ (ucd + ū d̄c)

+ϵP
1
2

ecν ⋅ (ucd − ū d̄c) − ϵ̃P
1
2

ēν̄c ⋅ (ucd − ū d̄c)} + h . c .



1 GeV

2 GeV

100 GeV

EFT for 
Light Quarks 

1 MeV

? TeV

EFT for 
Nucleons

EFT for 
SM particles 

“Fundamental” 
BSM model

NR EFT for 
beta decay

D parameter

Translation to the quark-level Wilson coefficients: 

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ℒ ⊃ −
2Vud

v2 { (1+ϵL) ēσ̄μν ⋅ ūσ̄μd + ϵ̃L ecσμν̄c ⋅ ūσ̄μd

+ϵR ēσ̄μν ⋅ ucσμd̄c + ϵ̃R ecσμν̄cucσμd̄c

+ϵT
1
4

ecσμνν ⋅ ucσμνd + ϵ̃T
1
4

ēcσ̄μνν̄c ⋅ ūσ̄μνd̄c

+ϵS
1
2

ecν ⋅ (ucd + ū d̄c) + ϵ̃S
1
2

ēν̄c ⋅ (ucd + ū d̄c)

+ϵP
1
2

ecν ⋅ (ucd − ū d̄c) − ϵ̃P
1
2

ēν̄c ⋅ (ucd − ū d̄c)} + h . c .

κD ≡
4rgVgA

g2
V + r2g2

A

J
J + 1

Parent J r D Dexp �Dfuture

n 1/2
p
3 0.88 �1.2(2.0)⇥ 10�4 [12] -

19Ne 1/2 �1.26 �1.04 0.0001(6) -
23Mg 3/2 -0.44 �1.30 - 3.8⇥ 10�5 [13]
39Ca 3/2 0.52 1.42 - < 10�4 [13]

Table 1. The current experimental measurements and future experimental sensitivity for the
D-parameter for various beta transitions. We also show the central value of the proportionality
constant D in the theoretical relation in Eq. (2.8) (its errors are small and are not relevant for the
present study).

C+
S =

Vud

v2
gS✏S , C�

S =
Vud

v2
gS ✏̃S . (2.6)

Here, gV,A,S,T are non-perturbative parameters referred to as the vector, axial, scalar, and
tensor charges of the nucleon. For the vector charge, gV = 1 up to (negligible) quadratic
corrections in isospin-symmetry breaking [7]. The remaining caharges are not known from
symmetry considerations alone and must be fixed from experimental data or by lattice
calculations. In this work we will use the FLAG’21 values: gA = 1.246(28) [8–11], gS =

1.022(100), and gT = 0.989(34) [8, 9].
Using this map, we can translate Eq. (2.4) into the quark-level Wilson coefficients:1

D ⇡
4rgV gA

g2V + r2g2A

r
J

J + 1
Im


✏R(1 + ✏⇤L) +

gSgT
2gV gA

(✏S✏
⇤
T + ✏̃S ✏̃

⇤
T )� ✏̃R✏̃

⇤
L

�
, (2.7)

where we neglected the new physics corrections originating from the denominator of Eq. (2.4),
but we kept the linear and quadratic effects in Wilson coefficients coming from the numer-
ator. We can recast the above in the semi-numerical form as

D ⇡ D Im
⇥
✏R(1 + ✏⇤L) + 0.4(✏S✏

⇤
T + ✏̃S ✏̃

⇤
T )� ✏̃R✏̃

⇤
L], D ⌘

4rgV gA
g2V + r2g2A

r
J

J + 1
. (2.8)

This is the master equation for the D parameter that we will use extensively in the following.
The values of the proportionality constant D for selected beta transitions are displayed
in Table 1. At the linear level, the D parameter only probes CP violation entering via the
so-called right-handed currents, that is the effective weak interactions between left-handed
leptons and right-handed quarks. At the quadratic level, other non-standard currents are
probed as well, in particular the scalar and tensor currents involving the left- and right-
handed neutrinos.

2.3 EFT above the electroweak scale

We move to discussing the effective theory above the electroweak scale that UV-completes
the ⌫WEFT, which is often referred to as the ⌫SMEFT [14, 15]. It has the gauge sym-
metry SU(3) ⇥ SU(2) ⇥ U(1) and the degrees of freedom are those of the SM plus three

1[**From the equations above I find instead D Im
⇥
� ✏R + 0.41(✏T ✏

⇤
S + ✏̃T ✏̃

⇤
S) + ✏̃R✏̃

⇤
L � ✏R✏

⇤
L

⇤
, which

seems to agree with 1303.6953.] Agree, but rewrote it in a bit different form, redefining the sign of D
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D parameter

Translation to Wilson coefficients 
 of EFT above electroweak scale 

ϵR =
v2

2Vud
Cϕud

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ℒνSMEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc

1 GeV

2 GeV

100 GeV

EFT for 
Light Quarks 

1 MeV

? TeV

EFT for 
Nucleons

EFT for 
SM particles 

“Fundamental” 
BSM model

NR EFT for 
beta decay



D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

D parameter scenarios

Scenario #1 Scenario #2 Scenario #3 Scenario #4

Scenario ⌫WEFT ⌫SMEFT max |D|

I ✏R HDµHuc�µd̄c [(l̄H�̄µHl)(uc�µd̄c)] O(10�6)

II ✏S , ✏T (l̄�̄µ⌫ ēc)(q̄�̄µ⌫ ūc), (l̄ēc)(q̄ūc), (l̄ēc)(dcq) O(10�14)

III ✏̃S , ✏̃T (l̄�̄µ⌫ ⌫̄c)(q̄�̄µ⌫ d̄c), (l̄⌫̄c)(q̄d̄c), (l̄⌫̄c)(ucq) O(10�6)

IV ✏̃L, ✏̃R H†DµH†ec�µ⌫̄c [ec�µ⌫̄cq̄H†�µH†q], (ec�µ⌫̄c)(uc�µd̄c) O(10�4)

Table 2. Classification of EFT scenarios for generating the D parameter. The estimate of the
maximal value of the D parameter assumes no fine-tuning.

constrained, hence |✏̃R| . O(0.01) is a reasonable estimate. All in all |✏̃L||✏̃R| ⇠ 10�3 is
consistent with the existing bounds, and D ⇠ 10�3 could in principle be achieved in this
scenario without conflicting the LHC and CP-conserving precision observable. In fact, the
neutron’s D parameter measurement |D| . O(10�4) [12] not only probes the imaginary
part of ✏̃✏̃⇤R, but also provides a competitive limit on the absolute value of this product
of Wilson coefficients. However, a word of caution needs to be made about this potential
scenario, since it generates the operator of Eq. (2.13) at one loop level and then it may
become effectively constrained by EDM bounds. Even if up to a certain extent the extra
loop suppression improves the situation, one should check that the size of this constraint is
not too large to exclude a nonzero D at a certain precision level one working in a specific
UV completion[29].

2.4 Summary of EFT analysis

To summarize, purely from the EFT point of view, we have identified two interesting
scenarios for generating the D parameter at an observable level without conflicting other
experimental data. Starting from the master equation (2.8) expressing the D parameter in
terms of the ⌫WEFT Wilson coefficients (tilde) ✏X , the following two interesting possibilities
emerge:

1. Scenario Ib, where the D parameter is generated via the Im ✏R term in Eq. (2.8),
and ✏R descends from the dimension-8 operator (l̄H�̄µHl̃)(uc�µd̄c) in the ⌫SMEFT
effective theory above the scale mW .

2. Scenario IV, where the D parameter is generated via the Im [✏̃R✏̃⇤L] term in Eq. (2.8),
and ✏̃X descend from the dimension-6 operators (ec�µ⌫̄c)(uc�µd̄c) and H̃†DµH†(ec�µ⌫̄c)

in the ⌫SMEFT.

In these scenarios, the D parameter of order 10�4 is generically consistent with other ex-
perimental bounds, without any need to fine-tuned cancellations between different EFT
Wilson coefficients. In both of these cases the D parameter is O(⇤�4) in the ⌫SMEFT
power counting. We do not consider scenarios where D ⇠ O(⇤�6) as these will certainly
face more stringent experimental constraints.

Two more scenarios can lead to an O(10�4) D parameter at the cost of 1/10-1/100
fine-tuning [**To be corrected]:

1. Scenario Ia, where the D parameter is generated via the Im ✏R term in Eq. (2.8),
and ✏R descends from the dimension-6 operator H̃†DµH(uc�µd̄c).

– 10 –
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D parameter scenario #1

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵR =
v2

2Vud
Cϕud

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

One can generate imaginary right-handed currents  
from a dimension-6 or a dimension-8 operator 

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



D parameter scenario #1a

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵR =
v2

2Vud
Cϕud

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

Dimension-6 is naively a better option, because then  

where v=246 GeV is the electroweak scale, and  is the mass scale of new BSM particles 
Moreover, the Wilson coefficients  is generated by many motivated BSM models,  

for example by the left-right symmetric models 

D ∼
v2

Λ2

Λ
Cϕud

However, there are strong model-independent constraints from EDMs...

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



D parameter scenario #1a

  contributes not only to the D parameter, but also to a 4-quark operator contributing 
to nuclear EDM, with both contribution being governed by the same parameter

Cϕud

ℒνSMEFT ⊃
gL

2
W+

μ [ν̄σ̄μe + Vudūσ̄μd +
v2

2
Cϕuducσμd̄c]

Integrating out the W boson
ℒνWEFT ⊃ − Cϕud(ēσ̄μν)(ūcσμd̄c) − VudCϕud(d̄σ̄μu)(ucσμd̄c) + h . c .

Contributes to D Contributes to EDM

EDM constraints dominated by 199Hg 

v2 | Im[Cϕud] | ≲ 3 × 10−6
v2 | ImCϕud | ≲ 1 × 10−5

if only neutron EDM contraints used

uc

l̄

d̄c

ν

uc

d̄

d̄c

u

It follows that assuming absence of fine-tuning

|D | ≈
|κD |

2
v2 | Im[Cϕud] | ≲ 2 × 10−6

|D | ≲ 5 × 10−6

See Ramsey-Musolf & Vasquez [arXiv:2012.02799] for a more general discussion allowing fine-tuning EDM against    θQCD

arXiv:2012.02799

using  from Alioli et al  arXiv:1703.04751  dn



D parameter scenario #1b

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵR =
v2

2Vud
Cϕud +

v4

4Vud
C8

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

Generating D parameter via a dimension-8 operator means that D is more suppressed:  

where v=246 GeV is the electroweak scale, and  is the mass scale of new BSM particles 
This  dimension-8 operator can be generated at tree level in certain leptoquark models

D ∼
v4

Λ4

Λ

Constraints from EDMs are now model dependent...

Ng Tulin 
arXiv:1111.0649

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+C8(l̄Hσ̄μHl)(ucσμd̄c) +Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



dR eL

uR νeL

R−

R̃+

dR

uR

uL

dL

R−

R̃+

νeL

eL

W

dR

uR

uL

dL
R−

R̃+

R̃−

νeL
W

dR

uR

uL

dL
R+

R−

R̃+

eL
W

FIG. 3: Scalar LQ case: tree-level exchange generates β-decay amplitude aVLR (left), while OLR is
generated by one-loop vertex corrections (right), contributing to EDMs dn, dHg, dD. Diagrams are

shown in weak-eigenstate LQ basis to illustrate that the same CP-violating phases from LQ-mixing
(denoted ⊗) and couplings enter both Dt and EDMs.

where ± states are weak isospin components, and the SU(3)C × SU(2)L × U(1)Y quan-
tum numbers are given in parentheses.6 In both cases, the most general renormalizable
interactions to first generation fermions (including νeR) are

scalar: Lint = hL ūRL
T
LεR + hR Q̄LeRR + h̃L d̄RL

T
LεR̃ + h̃R Q̄LνeRR̃ + h.c. (21a)

vector: Lint = gL d̄
c
Rγ

µLT
LεVµ + gR Q̄c

Lγ
µeR εVµ + g̃L ū

c
Rγ

µLT
LεṼµ + g̃R Q̄c

Lγ
µνeR εṼµ + h.c.

(21b)

with quark and lepton doublets QL = (uL, dL) and LL = (νeL, eL). Here, hL,R, h̃L,R, gL,R,
g̃L,R are couplings (with L,R denoting lepton chirality). The presence of both L,R-type
couplings will lead to lepton universality violation in π+ → e+ν; to avoid this constraint, we
set R-type couplings to zero [32]. The relevant mass terms are

scalar: −Lmass = m2
RR

†R +m2
R̃
R̃†R̃ +

(
λR(R

†H)(R̃H) + h.c.
)

(22a)

vector: Lmass = m2
V V

†
µV

µ +m2

Ṽ
Ṽ †
µ Ṽ

µ +
(
λV (V

†
µH)(Ṽ µH) + h.c.

)
(22b)

Through electroweak symmetry breaking, the quartic interactions (with couplings λR,V ) give

rise to R−-R̃+ mixing and V−-Ṽ+ mixing by generating off-diagonal mass terms proportional
to λR,V v2, where v ≡ 〈H0〉. Diagonalizing the R−-R̃+ and V−-Ṽ+ mass matrices, we can
express the mass eigenstates, denoted R1,2 and V1,2, as

scalar: R1 ≡ cos θR R− + sin θR eiφRR̃+ , R2 ≡ cos θR R̃+ − sin θR e−iφRR− (23a)

vector: V1 ≡ cos θV V− + sin θV eiφV Ṽ+ , V2 ≡ cos θV Ṽ+ − sin θV e−iφV− (23b)

6 We follow the notation of Ref. [32] for LQ states, except we omit an additional subscript identifying the

SU(2)L representation.
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NP

D parameter scenario #1b

As soon as 4-fermion vertex leading to  non-zero  appears,  
4-quark operators leading to EDM is generated  at 1 loop in EFT 

although its coefficient is not calculable in EFT 

ϵR

ℒνWEFT ⊃ − C1LR(d̄σ̄μu)(ucσμd̄c) + h . c .

C1LR ∼
C8Λ2

16π2

|D | ∼
v4ImC8

4
≲ 10−4 v2

Λ2

v2Λ2ImC8 ≲ 3 × 10−4

In the scenario 1b the D parameter can be large only when new physics is at the EW scale, 
which is difficult to achieve in realistic models.  

As soon as new physics is at 3 TeV, we are back to the severe constraint   
 

|D | ≲ 10−6

Mind that these are just rough estimates, a quantitative limit can be obtained 
only in concrete UV models where the quadratic divergence is resolved



D parameter scenario 1c

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵR =
v2

2Vud
Cϕud +

v4

4Vud
C8

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

One more possible option is that operators contributing to   are real (CP conserving),  
and the imaginary part  is contained  in   .  

Note that the real part  can be at percent level, as constraints are relatively weak  

ϵR
ϵL

ϵR

 [arXiv:2010.13797]  with Martin Gonzalez-Alonso, Oscar Naviliat-Cuncic

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+C8(l̄Hσ̄μHl)(ucσμd̄c) +Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



D parameter scenario 1c

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

This is not a very attractive scenario for BSM,  
because dimension-6 operators lead to a real  ,  

thus D would be at least of order 

ϵL
v6

Λ6

However,  effectively acquires a complex part due to SM loop effect,  
because of a photon going on-shell in the loop 

Thus, in the scenario 1c the D parameter may be a sensitive probe of  

CP conserving new physics contribution to ,  

as long as the SM contribution can be reliably calculated

ϵL

ϵR ∼
v2

Λ2

One more possible option is that operators contributing to   are real (CP conserving),  
and the imaginary part  is contained  in   .  

ϵR
ϵL



ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc

D parameter scenario #2

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵR =
v2

2Vud
Cϕud

ϵS = −
v2

2Vud
(C(1)*

lequ + Vudc*ledq)

ϵP = −
v2

2Vud
(C(1)*

lequ − VudC*ledq)

ϵT = −
2v2

Vud
C(3)*

lequ

This scenario is doomed from the start, because EDM constraints on the imaginary 
parts of  are prohibitiveC(1,3)

lequ , Cledq

v2 | ImC(1)
lequ | ≲ 3 × 10−11 v2 | ImC(3)

lequ | ≲ 1 × 10−11 v2 | ImCledq | ≲ 3 × 10−11

de Vries et al  arXiv:1809.09114 
Dekens et al arXiv: 1810.05675



ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc

D parameter scenario #3

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

This scenario does not have the EDM problem,  
because the neutral curent from the scalar and tensor operators with RH neutrinos 

do not generate  terms. Moreover, constraints on  from beta decay 
are less stringent, at the percent level, because of the lack of interference with SM 

amplitudes

ēeq̄q ϵ̃S,T

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

However it has the pion decay problem ...



D parameter scenario #3

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

The problem here is that this scenario generically predicts  
and from measure  one has 

ϵ̃S ∼ ϵ̃P
Br(π → eν) | ϵ̃P | ≲ 10−5

D ∼ 10−6κDIm[( ϵ̃T

10−1 )( ϵ̃S

10−5 )] ⇒ |D | ≲ 10−6

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



D parameter scenario #3

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

Additional constraint is provided by the fact that the gauge invariant operators,  
  contribute to the neutrino masses and neutrino magnetic moment,  

which requires fine-tuning unless v2 |Clνqd,lνuq | ≲ 10−3

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



D parameter scenario #4

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

From the EFT point of view, scenario 4 looks promising, because model-independent  
constraints on the highlighted operators are relatively mild.  

In particular, from  one gets  
while  at the LHC leads to  

At loop level, there is a quadratic in  contribution to the 4-quark EDM operator,  
but in this case we gain the loop and quadratic suppressions

Br(W → eν) v2 |Cϕeν | ≲ 0.3
pp → eν v2 |Ceνud | ≲ 𝒪(0.01)

Ceνud

ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)
+hc



ℒEFT ⊃ iCϕudHDμH(ucσμd̄c) +iCϕeνH†DμH†(ecσμν̄c)

+C(3)
lequ(l̄σ̄μνēc)(q̄σ̄μνūc) +C(3)

lνqd(l̄σ̄μνν̄c)(q̄σ̄μνd̄c)

+C(1)
lequ(l̄ē

c)(q̄ūc) +C(1)
lνqd(l̄ν̄c)(q̄d̄c)

+Cledq(l̄ēc)(dcq) +Clνuq(l̄ν̄c)(ucq)

+Ceνud(ecσμν̄c)(ucσμd̄c)

+C̃8(ecσμν̄c)(q̄H†σμH†q)
+hc

D parameter scenario #4

D ≈ κD Im[ϵR(1 + ϵ*L ) + 0.4(ϵSϵ*T + ϵ̃Sϵ̃*T ) − ϵ̃Rϵ̃*L ]

ϵ̃L = −
v2

2
Cϕeν

ϵ̃R = −
v2

2Vud
Ceνud

ϵ̃S =
v2

2Vud [C(1)
lνqdVud − Clνuq]

ϵ̃P = −
v2

2Vud [C(1)
lνqdVud + Clνuq]

ϵ̃T = 2v2C(3)
lνqd

Much as in scenario 1, one can trade one dimension-6 operators for a dimension-8 one 
leading to the same interaction below the electroweak scale. 

The advantage is that the latter can be generated in lepoquark models,  

the disadvantage is that  so new physics has to be very lightD ∼
v6

Λ6



Scenario ⌫WEFT ⌫SMEFT max |D|

I ✏R HDµHuc�µd̄c [(l̄H�̄µHl)(uc�µd̄c)] O(10�6)

II ✏S , ✏T (l̄�̄µ⌫ ēc)(q̄�̄µ⌫ ūc), (l̄ēc)(q̄ūc), (l̄ēc)(dcq) O(10�14)

III ✏̃S , ✏̃T (l̄�̄µ⌫ ⌫̄c)(q̄�̄µ⌫ d̄c), (l̄⌫̄c)(q̄d̄c), (l̄⌫̄c)(ucq) O(10�6)

IV ✏̃L, ✏̃R H†DµH†ec�µ⌫̄c [ec�µ⌫̄cq̄H†�µH†q], (ec�µ⌫̄c)(uc�µd̄c) O(10�4)

Table 2. Classification of EFT scenarios for generating the D parameter. The estimate of the
maximal value of the D parameter assumes no fine-tuning.

constrained, hence |✏̃R| . O(0.01) is a reasonable estimate. All in all |✏̃L||✏̃R| ⇠ 10�3 is
consistent with the existing bounds, and D ⇠ 10�3 could in principle be achieved in this
scenario without conflicting the LHC and CP-conserving precision observable. In fact, the
neutron’s D parameter measurement |D| . O(10�4) [12] not only probes the imaginary
part of ✏̃✏̃⇤R, but also provides a competitive limit on the absolute value of this product
of Wilson coefficients. However, a word of caution needs to be made about this potential
scenario, since it generates the operator of Eq. (2.13) at one loop level and then it may
become effectively constrained by EDM bounds. Even if up to a certain extent the extra
loop suppression improves the situation, one should check that the size of this constraint is
not too large to exclude a nonzero D at a certain precision level one working in a specific
UV completion[29].

2.4 Summary of EFT analysis

To summarize, purely from the EFT point of view, we have identified two interesting
scenarios for generating the D parameter at an observable level without conflicting other
experimental data. Starting from the master equation (2.8) expressing the D parameter in
terms of the ⌫WEFT Wilson coefficients (tilde) ✏X , the following two interesting possibilities
emerge:

1. Scenario Ib, where the D parameter is generated via the Im ✏R term in Eq. (2.8),
and ✏R descends from the dimension-8 operator (l̄H�̄µHl̃)(uc�µd̄c) in the ⌫SMEFT
effective theory above the scale mW .

2. Scenario IV, where the D parameter is generated via the Im [✏̃R✏̃⇤L] term in Eq. (2.8),
and ✏̃X descend from the dimension-6 operators (ec�µ⌫̄c)(uc�µd̄c) and H̃†DµH†(ec�µ⌫̄c)

in the ⌫SMEFT.

In these scenarios, the D parameter of order 10�4 is generically consistent with other ex-
perimental bounds, without any need to fine-tuned cancellations between different EFT
Wilson coefficients. In both of these cases the D parameter is O(⇤�4) in the ⌫SMEFT
power counting. We do not consider scenarios where D ⇠ O(⇤�6) as these will certainly
face more stringent experimental constraints.

Two more scenarios can lead to an O(10�4) D parameter at the cost of 1/10-1/100
fine-tuning [**To be corrected]:

1. Scenario Ia, where the D parameter is generated via the Im ✏R term in Eq. (2.8),
and ✏R descends from the dimension-6 operator H̃†DµH(uc�µd̄c).
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