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Hard probes and the need for nuclear PDFs
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“Hard probes, e.g. high-pT hadrons and heavy quarks, are formed in the early stages of the collisions via
initial hard scattering of high-energy partons (quarks and gluons). Their production mechanism is well
understood by perturbative QCD. Thus they serve as “calibrated probes” injected in the QGP medium.”

Akiba, Prog. Theor. Exp. Phys. (2015) 03A105

But in order to have these probes well calibrated, we need to know the distributions of the initial-state
partons in the colliding nuclei precisely enough. I.e. need to study the nuclear PDFs (nPDFs).

cf. Apolinário et al., Prog. Part. Nucl. Phys. 127 (2022) 103990
Pablos, EPJ Web of Conferences 296 (2024) 01028
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(a) Effects of the nuclear PDFs alone (red dot-
ted curve) and comparison between expanding and
equivalent static medium (solid and dashed blue
lines, respectively).

(b) MC results for an expanding medium (γ = 1)
and nuclear PDFs vs. the ATLAS data [48]. The
4 sets of medium parameters displayed in this plot
(cf. table 1) provide almost identical predictions.

Figure 5. Monte-Carlo simulations for the nuclear modification factor RAA for inclusive jet pro-
duction.

each of the four sets of medium parameters introduced in table 1 to the ATLAS measure-
ment, showing an excellent agreement. For each set of parameter, the value of αs,med has
been (manually) adjusted to give a good description of the data. For simplicity, we have
only varied Qs, setting t0 = 1/Qs and q̂0t0 = Q2

s, keeping γ = 1 and L = 4 fm. These last
two parameters could have been varied as well.

The physical reason behind this degeneracy in our theoretical description of RAA has
been explained in detail in [2]. In a nutshell, RAA is mainly sensitive to the energy loss via
soft MIEs at large angles, i.e. to the branching scale ωbr = ᾱ2

s,medq̂statL
2. However, varia-

tions of the in-medium phase space for vacuum-like sources associated with variations of q̂0
and t0 (through Qs) can compensate the variations of ωbr through αs,med. At this point, it
is interesting to observe that the value of αs,med which is preferred by our phenomenological
description of the RAA data is monotonously decreasing with increasing Qs, in qualitative
agreement with the property of asymptotic freedom. (Indeed, increasing Qs is tantamount
to increasing the density of the medium, as obvious from the fact that q̂0 = Q3

s.)

5.2 Jet fragmentation function

We turn now to the discussion of the (perturbative) jet fragmentation function into par-
tons17 D(x) = 1

Njets
dN
dx , defined as the multiplicity of partons inside the jets per unit of

longitudinal momentum fraction x ≡ pT cos(∆R)/pT,jet. Here, pT and ∆R are respectively
the transverse momentum and the angle with respect to the jet axis of the measured hadron,
while pT,jet is the jet total transverse momentum. We denote by R(x) ≡ Dmed(x)/Dvac(x)

17We recall that the non-perturbative physics of hadronisation is currently not included in our
Monte Carlo.
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Caucal et al., JHEP 04 (2021) 209
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FIG. 11. Initial FONLL energy
p

spp and saturation mo-
mentum Qs dependence (di↵erent colors and line styles) of
RAA(pT ), using the mapping from Eq. (30) for charm quarks
at Qs⌧ = 3, using the PDF set CTEQ6.6.

is larger for the nPDF + glasma result compared to just
the nPDF calculation. It was noted in [35] that glasma
dynamics (already in SU(2)) would induce a shape of
RAA(pT ) that increases with pT which is opposite to
what one would get considering heavy quark scatterings
in the QGP already from ⌧ = 0+. Here we have found
that nPDF+glasma in SU(3) generate globally quite a
stronger modification of RAA(pT ) than the one consid-
ered in [35]. This can be expected to significantly a↵ect
the quantitative estimates of the heavy quark space dif-
fusion coe�cient Ds(T ) and its relation to observables
like RAA(pT ) and v2(pT ).

2. Analytical RAA (toy model)

The Gaussian ~pT broadening toy model described in
Sec. III B 2 allows the analytical extraction of RAA de-
fined in Eq. (25) using the glasma probability density
proposed in Eq. (27). The only input required for this
calculation is the width of the Gaussian broadening. For
this purpose, we approximate � with the standard devi-
ation of the momentum kicks �p2

T expressed in Eq. (A1).
We denote this width as �pT

and we extract it from
numerical glasma simulations. For simplicity, we per-
form this extraction using charm quarks initialized with
pT (⌧form) = 0 GeV which gives �pT

= 0.64 GeV and
pT (⌧form) = 10 GeV for which �pT

= 0.57 GeV. The
results for the analytical toy model RAA are shown in
Fig. 13 and compared with the numerical glasma RAA.
The shape of the pT dependence is well reproduced while
the magnitude slightly varies depending on the value of
the Gaussian width �pT

. This result shows that, for re-
producing RAA, the Gaussian pT broadening toy model
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nPDFglasmanPDF + glasma
FIG. 12. Nuclear modification factor RAA(pT ) extracted
from Eq. (23) using either the pp FONLL calculation with
CT14NLO PDF as glasma input, labeled as glasma, or the
AA FONLL calculation with EPPS16 nPDF in the glasma
particle initialization, denoted as nPDF+glasma. The e↵ect
arising solely from nuclear e↵ects in the FONLL calculation
is also represented, with the label nPDF. The calculations
are done for charm quarks evolving in a glasma with Qs =
2 GeV, in a collision of

p
s = 5.5 TeV, at the proper time

⌧ = 0.3 fm/c.

captures the dynamics in the glasma phase.

FIG. 13. Nuclear modification factor RAA(pT ) extracted
from glasma simulations (circle markers) or from the analyt-
ical toy model using a Gaussian momentum exchange with
fixed widths �pT (di↵erent styles of lines). Results are shown
for charm quarks at ⌧ = 0.3 fm/c in a glasma with Qs = 2 GeV
and a FONLL calculation with

p
spp = 5.5 TeV with the

CTEQ6.6 PDF set.

Avramescu et al., arXiv:2409.10564

7

(a)

0.90
0.95
1.00
1.05
1.10

50 150 200100

|yj|<0.3jet OO √s‾ NN=6.37 TeV / pp √s‾ =5.02 TeV 

ra
ti
o 
to
 N
LO

jet pT [GeV/c]

1.40
1.50
1.60
1.70
1.80
1.90
2.00

|yj|<0.3jet OO √s‾ NN=6.37 TeV / pp √s‾ =5.02 TeV 

d𝜎
j /
dp

T 
ra
ti
o

LO (scale)
NLO (scale)
EPPS16(90%)

nNNPDF2.0
nCTEQ15(90%)

(b)

FIG. 9. No-energy-loss baseline for the ratio of hadron (a)
and jet (b) spectra in OO collisions at

p
sNN = 6.37 TeV

with that in pp at
p

s = 5.02 TeV. Scale uncertainties (solid
green and blue) and nPDF uncertainties (pattern) are shown.

as 3%, but is sensitive to the selection of data in the fits

and relies on using three energies with significant cancel-
lation of systematic uncertainties. It would be necessary
to perform the interpolation analysis with the LHC Run
3 data at the actual collision energies once it becomes
available. If both methods are considered together, the
central values of pQCD and interpolated ratios deviate
from each other by up to 4% for hadrons and 2% for jets.

Alternatively, we propose that the measured jet or
hadron spectra in 6.37 TeV OO collisions can be com-
pared to the spectra in pp collisions at a di↵erent energy
by forming a mixed-energy nuclear modification ratio.
In this case, there is no need to construct a pp refer-
ence spectrum and the measured ratio can be compared
directly to the pQCD baseline computation. The mixed-
energy ratios have few percent scale uncertainties similar
to the mixed-energy pp ratios from pQCD. Nevertheless,
these uncertainties are smaller or comparable to nPDF
uncertainties and smaller than uncertainties we estimate
for interpolating a reference from measured data. We
note that the mixed-energy nPDF baseline relies on the
center-of-mass energy dependence of pQCD being cor-
rect, which can be cross-checked with data. Di↵erent
nPDFs have significant di↵erences in their uncertainty
bands, but the newest nCTEQ15 version has uncertain-
ties reduced to a few percent. Measurements in pO col-
lisions will be especially important for providing direct
constraints on the nPDFs of oxygen [65]. Since a pp
reference measurement is not planned at the pO energy
in the LHC Run 3, reference interpolation and mixed-
energy ratios may also be relevant for global nPDF fits.

The computer code to perform the MCMC fits is based
on [66] and is publicly available at https://github.com/
jasminebrewer/spectra-from-MCMC.
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Figure 3: An illustration of the x and Q2 regions probed by the current lepton-A, pion-A

and proton-A data included in the global analyses of nuclear PDFs.

Figure 4: Comparison of the 208Pb nuclear modifications resulting from the EPPS21 (full,

blue) (51), nCTEQ15HQ (dashed, red) (50) and nNNPDF3.0 (dot-dashed, green) (52)

global analyses of nuclear PDFs, i.e. the PDFs of lead divided by the summed PDFs of 82

free protons and 126 free neutrons. Uncertainty bands correspond to 90% CL.

largest uncertainties are seen for the strange quark distributions, which are constrained only

by – to some extent problematic – neutrino data and by LHC weak boson data, where the

strange quark originates, however, mostly from gluon splittings. In Supplemental Material

we provide also a comparison of the absolute nuclear PDFs.

www.annualreviews.org • Nuclear PDFs After the First Decade of LHC Data 15

New review: Klasen & Paukkunen, Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41

Nuclear PDFs fAi (x,Q
2) are fitted

fraction of momentum
carried by the parton

factorization scale

parton flavour

parent nucleus

to inclusive hard cross section data

: use {e, ν, π, p}+A collisions
to avoid hot-QCD effects

: rely only to the QCD
collinear factorization

: use model-agnostic parametrisations
of nuclear effects as a function of x

Use statistical inference, minimize:
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da
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Sum over data sets

Data correlations important!



Summary of recent nPDF global fits

4 / 21

Order in αs
lA NC DIS
νA CC DIS
pA DY
πA DY

RHIC dAu π0,π±

LHCpPb π0,π±,K±

LHC pPb dijets
LHC pPb HF
LHC pPb W,Z
LHC pPb γ

Q,W cut in DIS
pT cut in inc.-h,HF

Data points
Free parameters
Error analysis

Free-proton PDFs
Free-proton corr.
HF treatment
Indep. flavours

Reference

KSASG20
NLO & NNLO

X
X
X

1.3, 0.0 GeV
N/A
4353
18

Hessian
CT18
no

FONLL
3

PRD 104, 034010

TUJU21
NLO & NNLO

X
X

X

1.87, 3.5 GeV
N/A
2410
16

Hessian
own fit
no

FONLL
4

PRD 105, 094031

EPPS21
NLO
X
X
X
X
X

X
XGMVFN

X

1.3, 1.8 GeV
3.0, 3.0 GeV

2077
24

Hessian
CT18A
yes

S-ACOT
6

EPJC 82, 413

nNNPDF3.0
NLO
X
X
X

X
XFO+PS

X
X

1.87, 3.5 GeV
N/A, 0.0 GeV

2188
256

Monte Carlo
∼NNPDF4.0

yes
FONLL

6

EPJC 82, 507

nCTEQ15HQ∗

NLO
X

X

X
X

XMEfitting

X

2.0, 3.5 GeV
3.0, 3.0 GeV

1484
19

Hessian
∼CTEQ6M

no
S-ACOT

5

PRD 105, 114043
∗see also A. Kusina, Mon 3:00 PM for preliminary nCTEQ24/25 results
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Deep inelastic scattering (DIS)
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q′

q

h(P )
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X

For the photon-mediated case:

d2σDIS

dxdQ2
=

d2σ̂

dxdQ2

∑
i∈{q,q̄}

e2
i f
h
i (x,Q2) + NLO

corrections

Q2 = −(k − k′)2

x =
Q2

2P · (k − k′)

 :access scale and momentum-
fraction dependence through
external kinematics

Drell-Yan (DY)

q′

q̄

γ∗, Z,W±

h(P )
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l(k)
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X

X

The photon-mediated case:

d2σDY

dydM2
=

4πα2
e.m.

9M4

∑
i∈{q,q̄}

e2
ix1x2f

h
i (x1,M

2)fh
′

ī (x2,M
2)

+ NLO
corrections

M2 = (k + k′)2 = x1x2s

y =
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2
log

(k0 + k′0) + (k3 + k′3)

(k0 + k′0)− (k3 + k′3)
=

1

2
log
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W bosons in pPb at 8.16 TeV
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pPb data from: CMS Collaboration, Phys. Lett. B 800 (2020) 135048
pp baseline: CMS Collaboration, Eur. Phys. J. C 76 (2016) 469

Klasen & Paukkunen, Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41
R
pP

b

lepton rapidity (c.m. frame)

NLO QCD:

EPPS21
nCTEQ15HQ
nNNPDF3.0
Isospin only

CMS W+, pPb,
p
s = 8.16 TeV

R
pP

b

lepton rapidity (c.m. frame)

NLO QCD:

EPPS21
nCTEQ15HQ
nNNPDF3.0
Isospin only

CMS W�, pPb,
p
s = 8.16 TeV

Figure 6: Nuclear modification ratios for W+ (left) and W� bosons (right) at CMS Run-

II (170, 171) compared with EPPS21 (51), nCTEQ15HQ (50), nNNPDF3.0 (52) and a

calculation with 82 free protons and 126 free neutrons.

and nNNPDF3.0 (52) nuclear PDFs. While the EPPS21 analysis included the shown RpPb

data, the nCTEQ15HQ and nNNPDF3.0 analyses fitted absolute pPb cross sections. As one

can see, the spread between the di↵erent predictions is still rather significant. In comparison

to a calculation with no nuclear e↵ects, i.e. 82 free protons and 126 free neutrons, the data

indicates a clear sign of shadowing at forward rapidities or x ⌧ 1. The relative ordering

of EPPS21, nCTEQ15HQ and nNNPDF3.0 values follows the one of the corresponding

gluon shadowing in Fig. 4. Also, as can be seen from Fig. 4, even after inclusion of these

electroweak data, the overall variation in the strange quark PDF is still quite significant,

which indicates that the constraints for the nuclear strange quark PDFs are still not very

strong.

The CMS Run-II measurement for Z boson production (167) reports similarly small

uncertainties to the W boson measurement. However, it is not possible to obtain a good

quantitative description of these data with any nuclear PDFs due to large fluctuations of

the data around midrapidity (yll = 0), which lead e.g. to a RFB that does not tend to unity

towards yll ! 0 as one would expect. Along with the on-shell Z production, CMS measured

also low-mass cross sections in the window 15 GeV < Mll < 60 GeV. Within the TUJU21

analysis (78) it was noticed that to simultaneously reproduce the normalization of the CMS

low-mass and Z cross sections, the NNLO QCD corrections appear to be necessary. This

is the first time the necessity of NNLO corrections is seen in the case of pPb collisions.

Dielectron pairs have also been measured by ALICE at Run-I in the low-mass region

Mll < 3 GeV and with 0 < pT,ll < 8 GeV (173), which is in principle very sensitive

to the gluon density and avoids the fragmentation contribution present for real photons

(174, 175, 176). Currently the data are unfortunately still dominated by the heavy-flavor

(c, b) decay background, but the statistics should be improved in Run-II and the background

reducible with heavy-flavor tagging, in particular in LHCb (140).

www.annualreviews.org • Nuclear PDFs After the First Decade of LHC Data 23

small-x
shadowing

large-x
flavour
dep.

Run-2 W boson data included in practically all recent nPDF fits:

nCTEQ15HQ
nNNPDF3.0
TUJU21

}

:Use absolute pPb cross sections

EPPS21 :Use RpPb to cancel free-proton PDFs

RpPb =
σpPb(8.16 TeV)

σpp(8.0 TeV)
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Figure 5. Lepton charge asymmetry for muons from W±-boson decays with pµT > 10 GeV/c
in p–Pb collisions at √sNN = 8.16 TeV. The measurements are compared with predictions from
pQCD calculations with several nPDF sets as well as with calculations based on the CT14 PDF [67]
without nuclear modifications. All the calculations include the isospin effect. The bottom panels
show the ratio of the calculated to the measured asymmetry. The horizontal bars correspond to the
width of the rapidity intervals. The vertical bars and boxes indicate the statistical and systematic
uncertainties, respectively. The data points are placed at the centres of the rapidity intervals while
the theory points are horizontally shifted for better visibility.

pared with predictions from pQCD calculations with the CT14+EPPS16, nCTEQ15WZ,
and nNNPDF2.0 PDFs sets, as well as with the CT14 PDF set for free nucleons. The
calculations are performed at NLO and the same treatment of the isospin as for the pro-
duction cross section is applied. The models reproduce the data well at backward rapidity,
although a small tension is seen for the most central rapidity interval in which the theory
predicts an increase of the charge asymmetry, while the measurement is independent of
centrality within uncertainties. At forward rapidities, the model predictions and the mea-
surements are in qualitative agreement, both showing a reduction of the charge asymmetry
towards higher rapidities. However, the decrease seen in the data is notably larger than
that in calculations, and it is interesting to note the sign inversion of the measured charge
asymmetry, while the calculations stay positive over the whole forward rapidity interval. In
the largest rapidity interval, the models are all lying more than 5σ above the measurement.

4.1.3 Nuclear modification factor

In p–Pb collisions, the nuclear modification factor RpPb, integrated over centrality, is cal-
culated as

RpPb = 1
A
×

dσpPb
W±→µ±νµ/dy

µ
cms

dσpp
W±→µ±νµ/dy

µ
cms

. (4.3)

– 18 –

ALICE Collaboration, JHEP 05 (2023) 036
large data-theory difference
in a forward bin either due to:
strongly flavour dependent shadowing
(not supported by CMS RpPb)

large-x proton-PDF flavour asymmetry
(should be tested)

Charge asymmetry very sensitive to free-proton baseline
Paukkunen & Salgado, JHEP 03 (2011) 071

To probe nuclear modifications, use instead:

A∗pPb =
dσW

+

pPb/dηµ|ηµ − dσW
−

pPb/dηµ|−ηµ
dσW

+

pPb/dηµ|−ηµ − dσW
−

pPb/dηµ|ηµ
Eskola, PP, Paukkunen, Salgado, Eur. Phys. J. C 82 (2022) 271

Eur. Phys. J. C           (2022) 82:271 Page 9 of 14   271 

Fig. 12 As Fig. 1, but now for
the alternative
charge-asymmetry ratios

The proton-PDF cancellation is still not exact, but we
see that unlike in the forward-to-backward ratios where the
proton-PDF correlations lead to a strictly additive behaviour
of the uncertainties, in this asymmetry the correlations con-
tribute in a destructive way in the terms proportional to
Z . There is also large cancellation of the N -proportional
terms in the differences, and at the “isospin only” limit
these terms vanish completely. Indeed, one notices that in
a (hypothetical) free-proton–free-neutron collision at lead-
ing order the dominant u + d̄ and ū + d contributions
cancel in the difference dσW+

pn /dηµ|ηµ − dσW−
pn /dηµ|−ηµ .

As dσW+
pp /dηµ|ηµ − dσW−

pp /dηµ|−ηµ is instead forward-to-
backward symmetric, the asymmetry in the “isospin only”
limit is then approximately one.

When the nuclear modifications are taken into account,
this asymmetry is seen to probe a fairly non-trivial combina-
tion of different nuclear-modification terms, and the achiev-
able constraints will depend on their relative uncertainties.
Similarly to the forward-to-backward ratios, both a nuclear
suppression in the sea quarks at small x and an enhancement
in the valence quarks at large x1 cause a suppression in the
ratio, explaining the strong deviation from the “isospin only”
prediction.

For the other alternative asymmetry one finds that

ÃpPb
ηµ ≫ 0

≈
x1 large
x2 small

Z
[
Rp/A
d̄

(x2) − Rp/A
uV (x1)

]
+ N

[
ū p(x2)

d̄ p(x2)
Rp/A
ū (x2) − d p

V(x1)

u p
V(x1)

Rp/A
dV

(x1)

]

Z ū p(x2)

d̄ p(x2)

d p
V(x1)

u p
V(x1)

[
Rp/A
ū (x2) − Rp/A

dV
(x1)

]
+ N

[
d p

V(x1)

u p
V(x1)

Rp/A
d̄

(x2) − ū p(x2)

d̄ p(x2)
Rp/A
uV (x1)

] , (24)

where the proton-PDF uncertainty reduction is again
apparent in the Z -proportional terms. It is now these terms
that have the large cancellation and vanish at the “isospin
only” limit, owing to the forward-to-backward symmetry of
the p+p system, and the asymmetry reduces to minus one in
this approximation.

Since the same cross sections are used in each of them, the
experimental uncertainties of the different asymmetries are
strongly correlated, as can be seen from Fig. 13 for the alter-
native asymmetries, and must be taken into account when per-
forming a simultaneous fit. We also note that in constructing
these ratios, like in the case of forward-to-backward ratios,
one again had to discard part of the p+Pb data, which might
lead to reduced constraints.

5 Hessian reweighting

To further test the importance of the free-proton uncertain-
ties in a nuclear-PDF fit, we have employed here the Hessian
PDF-reweighting method [35,43–46]. This proceeds by sup-
plementing Eqs. (4) and (7) with a penalty term PEPPS16, such
that

∆χ2
total, C (z) = χ2

C (z)+ PEPPS16(z) (25)

123

Eskola, PP, Paukkunen, Salgado,
Eur. Phys. J. C 82 (2022) 271
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pPb data from: CMS Collaboration, JHEP 05 (2021) 18218
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FIG. 15: Comparison of DY production in p+Pb collisions at
p

sNN = 8.16 TeV at NLO (left) and NNLO (center)
results with (solid with uncertainty band) and without (dashed) nuclear PDF modifications in two invariant mass
bins, 15 < M < 60 GeV (upper panels) and 60 < M < 120 GeV (lower panels) to CMS data [98]. In the right part
we plot the ratios of the NNLO (red with uncertainty) and NLO (dot-dashed brown with hatched uncertainty)
together with the data.

large uncertainty. The A-dependence was implemented
for a subset of parameters, again selected such that the
data provided enough sensitivity to result in a converged
fit.

TABLE VI: Values of the NLO fit parameters at the
initial scale, Q2

0 = 1.69 GeV2. (SR) means that the
normalization for that particular parton is fixed by the
momentum and valence number sum rules. A dash
indicates that this parameter was excluded from the fit.
Parameter values for the sea quarks, apart from ū, were
derived from the applied constraints s̄ = s = d̄ = ū.

g value uv value dv value ū value

cg
0,0 8.9596 cuv

0,0 (SR) cdv
0,0 (SR) cū

0,0 (SR)

cg
1,0 0.3270 cuv

1,0 0.7121 cdv
1,0 0.7629 cū

1,0 -0.1815

cg
2,0 13.438 cuv

2,0 3.4290 cdv
2,0 2.0996 cū

2,0 5.2593

cg
3,0 6.4371 cuv

3,0 1.4506 cdv
3,0 -1.4391 cū

3,0 2.4151

cg
4,0 - cuv

4,0 - cdv
4,0 - cū

4,0 -

cg
1,1 -5.4728 cuv

1,1 -0.0462 cdv
1,1 -19.16 cū

1,1 251.91

cg
1,2 -0.0013 cuv

1,2 0.3411 cdv
1,2 -0.0026 cū

1,2 0.0002

cg
2,1 -2.000 cuv

2,1 4.2325 cdv
2,1 1.2264 cū

2,1 -276.53

cg
2,2 0.3695 cuv

2,2 0.0025 cdv
2,2 0.4273 cū

2,2 -0.0017

TABLE VII: Same as Table VI, but at NNLO.

g value uv value dv value ū value

cg
0,0 6.4747 cuv

0,0 (SR) cdv
0,0 (SR) cū

0,0 (SR)

cg
1,0 0.2858 cuv

1,0 0.7157 cdv
1,0 0.9101 cū

1,0 -0.1197

cg
2,0 7.6890 cuv

2,0 3.6964 cdv
2,0 3.8936 cū

2,0 8.0188

cg
3,0 -0.0413 cuv

3,0 2.5811 cdv
3,0 -0.5844 cū

3,0 -

cg
4,0 - cuv

4,0 - cdv
4,0 - cū

4,0 11.960

cg
1,1 2.9882 cuv

1,1 -0.0235 cdv
1,1 -0.6681 cū

1,1 -85.228

cg
1,2 0.0003 cuv

1,2 0.6564 cdv
1,2 -0.0376 cū

1,2 -0.0005

cg
2,1 -0.6166 cuv

2,1 15.614 cdv
2,1 1.2905 cū

2,1 -0.1323

cg
2,2 0.4518 cuv

2,2 -0.0011 cdv
2,2 0.3396 cū

2,2 -0.4051
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we plot the ratios of the NNLO (red with uncertainty) and NLO (dot-dashed brown with hatched uncertainty)
together with the data.

large uncertainty. The A-dependence was implemented
for a subset of parameters, again selected such that the
data provided enough sensitivity to result in a converged
fit.

TABLE VI: Values of the NLO fit parameters at the
initial scale, Q2

0 = 1.69 GeV2. (SR) means that the
normalization for that particular parton is fixed by the
momentum and valence number sum rules. A dash
indicates that this parameter was excluded from the fit.
Parameter values for the sea quarks, apart from ū, were
derived from the applied constraints s̄ = s = d̄ = ū.
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0,0 (SR)

cg
1,0 0.3270 cuv

1,0 0.7121 cdv
1,0 0.7629 cū
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3,0 2.4151

cg
4,0 - cuv

4,0 - cdv
4,0 - cū
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TABLE VII: Same as Table VI, but at NNLO.
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0,0 (SR) cdv
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2,0 3.6964 cdv
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Helenius, Walt, Vogelsang, Phys. Rev. D 105 (2022) 094031

Low-mass DY (15 < M < 60 GeV): First clear evidence for the need of NNLO nPDFs
Helenius, Walt, Vogelsang, Phys. Rev. D 105 (2022) 094031

Z-peak region (60 < M < 120 GeV): Poor χ2 in all nPDF analyses due to data fluctuations
Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413

Abdul Khalek et al., EPJC 82 (2022) 507
Also ALICE & LHCb 8.16 TeV data available

ALICE Collaboration, JHEP 09 (2020) 076
LHCb Collaboration, JHEP 06 (2023) 022
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Hadron-production

i

j

k

h(P )

h′(P ′)

h′′(P ′′)

X

X

X

X

σh+h′→h′′+X =
∑

i,j,k∈{q,q̄,g}
fhi ⊗ fh

′
j ⊗ σ̂ij→k+X ⊗Dh′′

k

Account for the hadronization effects with the
parton to hadron fragmentation functions Dh′′

k

: a source of uncertainty for PDF fits

Jet-production

i

j

h(P )

h′(P ′)

jet
X

X

X

σh+h′→jet+X = fNP

∑
i,j∈{q,q̄,g}

fhi ⊗ fh
′

j ⊗ σ̂ij→jet+X

Instead of fragmentation functions:
need an IR-safe definition of a jet
non-perturbative corrections fNP
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data from: LHCb Collaboration, JHEP 10 (2017) 090
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Figure 4.3. Comparison between the LHCb data on D0-meson production from pPb collisions in the forward region
and the corresponding theoretical predictions based on the nNNPDF3.0 prior set described in Sect. 3.4. The ratio
between D0-meson spectra in pPb and pp collisions, RpPb in Eq. (2.3), is presented in four bins in D0-meson rapidity

yD0

as a function of the transverse momentum pD0

T . We display separately the PDF and scale uncertainty bands, and
the bottom panels show the ratios to the central value of the theory prediction based on the prior.

TeV. The di↵erences and similarities between the proton PDF boundary conditions used for the nNNPDF3.0
and nNNPDF3.0 (no LHCb D) fits and their nNNPDF2.0 counterpart were studied in Fig. 3.1. Subsequently,
the LHCb data for RpPb in the forward region is added to this prior nPDF set using reweighting.

Fig. 4.3 displays the comparison between the LHCb data for RpPb, Eq. (2.3), for D0-meson production
in pPb collisions (relative to that in pp collisions) in the forward region, and the corresponding theoretical
predictions based on this nNNPDF3.0 prior set. The LHCb measurements are presented in four bins in D0-
meson rapidity yD0

as a function of the transverse momentum pD0

T , and we display separately the PDF and
scale uncertainty bands, and the bottom panels show the ratios to the central value of the theory prediction.

From Fig. 4.3 one can observe how PDF uncertainties of the prior (that does not yet contain RpPb

D0-meson data) are very large, and completely dominate over the uncertainties due to missing higher order
(MHOs), for the whole kinematic range for which the LHCb measurements are available. The uncertainties
due to MHOs (or scale uncertainties) are evaluated here by independently varying the factorisation and
renormalisation scales around the nominal scale µ = Ec

T with the constraint 1/2  µF /µR  2, and
correlating those scales choices between numerator and denominator of the ratio observable defined in
Eq. (2.3). Furthermore, these PDF uncertainties are also much larger than the experimental errors, especially
for the bins in the low pD0

T region which dominate the sensitivity to the small-x nPDFs of lead. Within
these large PDF uncertainties, the predictions based on the nNNPDF3.0 prior fit agree well with the LHCb
measurements. This feature makes the LHCb forward RpPb data amenable to inclusion in a nPDF analysis,
as opposed to the situation with the corresponding measurements in the backward region, shown in Fig. 4.4,
where uncertainties due to MHOs are larger than both PDF and experimental uncertainties. Because of
this, the LHCb backward RPbp data are not further considered in the nNNPDF3.0 analysis. Considering

19

Abdul Khalek et al., EPJC 82 (2022) 507

w/o D0

w/ D0

nNNPDF3.0 with POWHEG+PYTHIA finds a large scale uncertainty in RpPb : fit only forward data
Abdul Khalek et al., EPJC 82 (2022) 507

EPPS21 uses S-ACOT-mT GM-VFNS : scale uncertainty small except at low pT

Helenius & Paukkunen, JHEP 05 (2018) 196
Eskola, Helenius, PP, Paukkunen, JHEP 05 (2020) 037



Heavy-flavour production mass schemes

12 / 21

FFNS
In fixed flavour number scheme,
valid at small pT, heavy quarks are produced
only at the matrix element level

Contains O(m) and log(pT/m) terms

DQ→h

ZM-VFNS
In zero-mass variable flavour number scheme,
valid at large pT, heavy quarks are treated as
massless particles produced also in ISR/FSR

Resums log(pT/m) but ignores O(m) terms

DQ→h

− subtraction term +

GM-VFNS
A general-mass variable flavour number scheme combines the two by supplementing subtraction terms
to prevent double counting of the resummed splittings, valid at all pT

Resums log(pT/m) and includes O(m) terms in the FFNS matrix elements

Important: includes also gluon-to-HF fragmentation – large contribution to the cross section!
Helenius & Paukkunen, JHEP 05 (2018) 196



A data-driven approach – nCTEQ15HQ
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nCTEQ15HQ uses a data-driven approach
Lansberg & Shao, EPJC 77 (2017) 1

Kusina et al., PRL 121 (2018) 052004
to fit the D0 and J/ψ data:

1. Fit the matrix elements to pp data. . .
(assume 2→ 2 kinematics, gg IS only)

2. . . . use the fitted matrix elements to fit
nuclear PDFs with pPb data

17

FIG. 10: Predictions for D0 production in proton-proton collisions with uncertainties from the Crystal Ball fit.
Di↵erent rapidity bins are separated by multiplying the cross sections by powers of ten for visual clarity.

23

FIG. 17: Predictions for D0 production in proton-lead collisions with PDF uncertainties of the nCTEQ15HQ fit.
Di↵erent rapidity bins are separated by multiplying the cross sections by powers of ten for visual clarity.

12

FIG. 4: Lead PDFs from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in black, nCTEQ15WZ
in blue, nCTEQ15WZSIH in green, and the new fit in red.

FIG. 5: Ratio of lead and proton PDF from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in
black, nCTEQ15WZ in blue, nCTEQ15WZSIH in green, and the new fit in red.

12

FIG. 4: Lead PDFs from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in black, nCTEQ15WZ
in blue, nCTEQ15WZSIH in green, and the new fit in red.

FIG. 5: Ratio of lead and proton PDF from di↵erent nCTEQ15 versions. The baseline nCTEQ15 fit is shown in
black, nCTEQ15WZ in blue, nCTEQ15WZSIH in green, and the new fit in red.

Duwentäster et al.,
PRD 105 (2022) 114043
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New LHCb measurement at 8.16 TeV
initially claimed to be in tension with nPDFs
(not included in the nPDF analyses yet)

Not only probing nPDFs but also testing
production and interaction mechanism!
(Here HELAC vs. S-ACOT-mT vs. FCEL)

0 5 10 15
]c [GeV/

T
p
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1.5FBR  = 8.16 TeVNNsLHCb 
 = 5.02 TeVNNsLHCb 

EPPS16rwHF
nCTEQ15rwHF
FCEL

0Dprompt 
 < 4.0*y2.5 < 

Figure 7: Forward-backward production ratio for prompt D0 mesons as a function of pT,
integrated over the common rapidity range 2.5 < |y⇤| < 4.0. The error bars show the
statistical uncertainties and the boxes show the systematic uncertainties. The LHCb results atp

sNN = 5.02 TeV [4] and theoretical calculations at
p

sNN = 8.16 TeV from Refs. [8–10] are also
shown. For the LHCb results at

p
sNN = 5.02TeV, the error bars show the quadratic sum of

statistical and systematic uncertainties.

Table 4: Nuclear modification factor RpPb for prompt D0 mesons in intervals of pT and y⇤ for
pT < 10 GeV/c. The first uncertainty is statistical and the second is the systematic.

RpPb

pT [ GeV/c]\y⇤ (2.5, 4.0) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0)
(0.0,1.0) 0.546 ± 0.002 ± 0.033 0.485 ± 0.001 ± 0.041 0.525 ± 0.001 ± 0.032 0.556 ± 0.002 ± 0.036 0.561 ± 0.005 ± 0.039
(1.0,2.0) 0.596 ± 0.002 ± 0.034 0.557 ± 0.001 ± 0.037 0.591 ± 0.003 ± 0.034 0.611 ± 0.002 ± 0.036 0.585 ± 0.003 ± 0.038
(2.0,3.0) 0.637 ± 0.001 ± 0.034 0.648 ± 0.001 ± 0.036 0.637 ± 0.001 ± 0.034 0.648 ± 0.001 ± 0.035 0.624 ± 0.003 ± 0.037
(3.0,4.0) 0.671 ± 0.001 ± 0.036 0.679 ± 0.001 ± 0.038 0.676 ± 0.002 ± 0.035 0.673 ± 0.002 ± 0.036 0.659 ± 0.004 ± 0.044
(4.0,5.0) 0.706 ± 0.002 ± 0.040 0.697 ± 0.002 ± 0.042 0.719 ± 0.002 ± 0.039 0.710 ± 0.003 ± 0.041 0.681 ± 0.007 ± 0.048
(5.0,6.0) 0.719 ± 0.005 ± 0.048 0.718 ± 0.003 ± 0.056 0.722 ± 0.002 ± 0.047 0.737 ± 0.004 ± 0.047 0.688 ± 0.019 ± 0.064
(6.0,7.0) 0.710 ± 0.014 ± 0.067 0.721 ± 0.004 ± 0.056 0.769 ± 0.004 ± 0.058 0.725 ± 0.006 ± 0.057 0.568 ± 0.061 ± 0.169
(7.0,8.0) 0.752 ± 0.005 ± 0.061 0.777 ± 0.006 ± 0.067 0.783 ± 0.005 ± 0.061 0.709 ± 0.010 ± 0.067 -
(8.0,9.0) 0.768 ± 0.011 ± 0.073 0.717 ± 0.006 ± 0.084 0.832 ± 0.008 ± 0.074 0.683 ± 0.023 ± 0.078 -
(9.0,10.0) 0.784 ± 0.018 ± 0.111 0.687 ± 0.007 ± 0.070 0.764 ± 0.011 ± 0.086 0.814 ± 0.043 ± 0.160 -
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Run-II data (276, 277, 278, 279) for exclusive J/ production in PbPb collisions compared

to NLO calculations using EPPS21, nCTEQ15HQ and nNNPDF3.0 nuclear PDFs. The

factorization scales µ ⇠ 2.2 GeV have been chosen to match the ALICE data at y = 0.

of the top quark renders the production cross sections small in comparison to charm or

beauty production, the process was predicted to be visible at the LHC. Total top quark

cross sections have thereafter been measured by CMS (280) and ATLAS (281) and also in

PbPb collisions by CMS (282). The ATLAS measurement in pPb is consistent with the

nCTEQ15HQ, EPPS21 and TUJU21, but not with the nNNPDF3.0 nuclear PDFs.

5.6. Exclusive and inclusive observables in ultraperipheral collisions

Ultraperipheral collisions (UPCs) of ions are interactions in which the approaching nuclei

do not touch. Instead, they interact at a distance due to their strong electromagnetic fields

(283, 284). In comparison to typical minimum-bias pPb (let alone PbPb) collisions, much

fewer background processes take place, and the signal processes are thus easier to isolate.

The exclusive production of J/ mesons in UPCs has triggered particular interest. The

process is dominated by the exchange of an almost real photon. In photon-nucleus collisions,

the PDFs appear already at the level of the matrix element

M(� + A ! J/ + A) ⇠ Tg ⌦ fA
g +

X

q

Tq ⌦ fA
q . 48.

When squared to obtain a cross section, the latter becomes extremely sensitive to PDFs.

Several LO studies have been performed in the past (285, 286, 287, 288), but the first NLO

calculations for PbPb collisions have appeared only very recently (289, 290) despite the

fact that the NLO coe�cient functions Tg,q have been known for some time (291). Figure

8 (right) compares NLO calculations with several recent nuclear PDFs with the combined

experimental data from the LHC (276, 277, 278, 279). The factorization scales have been

chosen to match the ALICE data at mid-rapidity. While the central theory values do not

reproduce the behavior of the data particularly well, the nuclear PDF error bands are

28 Klasen and Paukkunen

Klasen & Paukkunen,
Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41

Rather different predictions!
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data from: LHCb Collaboration, Phys. Rev. D 99 (2019) 052011
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Figure 10. The nuclear modification factors (upper panels) and the forward-to-backward ratio (lower
panel) for B mesons. The coloured bands correspond to the EPPS21 [62] (blue) and nNNPDF3.0 [63]
(purple) nuclear-PDF uncertainties. The data are from ref. [34].

predictions are found to agree with the data also here. The data perhaps hints towards a
stronger PT dependence but a more precise measurement is still required to confirm this in
a statistically significant way as notable fluctuations are seen in LHCb data for RpPb at
this PT region.

5 Conclusion and outlook

In summary, we have extended the NLO SACOT-mT scheme, originally introduced in
the context of D-meson production, to the case of B-meson production at the LHC. In
the original version we had defined a fragmentation variable that could lead to a patho-
logical behaviour in certain corners of the phase space — a better version introduced
in the present paper evades this problem. We contrasted our calculations against the
proton-proton data from the LHCb, ATLAS and CMS collaborations finding a very good
agreement within theoretical uncertainties originating from the variations of the renormal-
ization/factorization/fragmentation scales and the bottom-quark mass. Notably, the shift

– 19 –

Helenius & Paukkunen, JHEP 07 (2023) 054

B-meson production theoretically clean due to high b-quark mass, but scale-variation (∼ higher order)
uncertainties can still be relevant in GM-VFNS at NLO towards low-pT

Helenius & Paukkunen, JHEP 07 (2023) 054

LHCb data in agreement with S-ACOT-mT using EPPS21 and nNNPDF3.0 nPDFs
: Need more statistics for strong constraints
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ALICE Collaboration Physics Letters B 827 (2022) 136943

Fig. 4. a) RpPb for π0 and η mesons in p–Pb collisions at √sNN = 8.16 TeV to-
gether with NLO [9,10], CGC [12] and FCEL [13] predictions. b) RpPb for π0 at √

sNN = 8.16 TeV compared with π0 [6] and charged hadron measurements [5,51]
at √

sNN = 5.02 TeV. c) Ratio of the π0 RpPb at √
sNN = 8.16 TeV to that at √

sNN = 5.02 TeV together with corresponding CGC and FCEL model predictions. 
Statistical uncertainties are shown as vertical bars; the systematic uncertainties as 
boxes. The overall normalization uncertainties are indicated as solid boxes around 
unity and amount to 3.4% in a) and b), and to 6.2% in c).
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Fig. 4. a) RpPb for π0 and η mesons in p–Pb collisions at √sNN = 8.16 TeV to-
gether with NLO [9,10], CGC [12] and FCEL [13] predictions. b) RpPb for π0 at √

sNN = 8.16 TeV compared with π0 [6] and charged hadron measurements [5,51]
at √

sNN = 5.02 TeV. c) Ratio of the π0 RpPb at √
sNN = 8.16 TeV to that at √

sNN = 5.02 TeV together with corresponding CGC and FCEL model predictions. 
Statistical uncertainties are shown as vertical bars; the systematic uncertainties as 
boxes. The overall normalization uncertainties are indicated as solid boxes around 
unity and amount to 3.4% in a) and b), and to 6.2% in c).
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alternative and default yield extraction methods is taken as
a systematic uncertainty.
Smaller systematic uncertainties come from unfolding,

the luminosity estimate, and the efficiency correction
factors. The unfolding uncertainty is estimated by using
a closure test in simulation. The unfolded yields agree with
the true yields in simulation to within about 1% in most pT
intervals. An additional unfolding uncertainty arises from
differences in π0 pT resolution in data and simulation. This
difference is estimated to be less than 10% by comparing
the fitted widths of the π0 peaks in data and simulation. The
resolution is varied in the unfolding by!10%, resulting in a
systematic uncertainty of less than 1% in every pT interval.
The efficiency correction uncertainty arises from the finite
size of the simulated data samples and results in a global
uncertainty of about 1%–2%. The luminosity has been
measured in pp collisions with a precision of 2% and in
p-Pb collisions with a precision of 2.6% in the forward
configuration and 2.5% in the backward configuration. The
luminosity uncertainty is 50% correlated between datasets.
The differential cross sections have an additional 4%
uncertainty due to uncertainties in the detector material
budget. This uncertainty is fully correlated between data-
sets and cancels in the nuclear modification factor.
The fully corrected π0 differential cross sections and nu-

clearmodification factor are shown in Figs. 2 and 3, respecti-
vely. The nuclear modification factor shows a Cronin-like
enhancement at backward pseudorapidity and a strong
suppression at forward pseudorapidity. Thesemeasurements
are compared to next-to-leading order PQCD calculations

FIG. 2. Measured π0 differential cross sections versus pT in the
(top) backward and (bottom) forward ηc:m: regions. Statistical
uncertainties are shown by error bars, while systematic uncer-
tainties are shown by boxes. The pp cross sections are scaled by
the atomic mass of the lead ion, A ¼ 208.

FIG. 3. Measured π0 nuclear modification factor in the (left) backward and (right) forward ηc:m: regions. Error bars show the statistical
uncertainty, while the open boxes show the pT -dependent systematic uncertainties. The solid gray boxes show the overall normalization
uncertainties from the luminosity estimate and efficiency correction factors. The results are compared to (top) theoretical predictions
[47,49,52] and (bottom) to charged-particle data from Ref. [15]. The hatched regions show the NPDF uncertainties of the PQCD
calculations. The vertical error bars on the charged-particle results show the combined systematic and statistical uncertainties.
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LHCb Collaboration, PRL 131 (2023) 042302

Forward π0s agree with D0-constrained nPDFs, but at
backward rapidities this agreement seems to break down!

Do I see a bump also in midrapidity data at 3–4 GeV?

Similar/larger enhancements seen in charged hadrons
PHENIX Collaboration, PRC 101 (2020) 034910
PHENIX Collaboration, PRC 105 (2022) 064902

LHCb Collaboration, PRL 128 (2022) 142004

: Traditional pT > 3 GeV cut probably too small



Dijets in pPb at 5.02 TeV
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data from: CMS Collaboration, PRL 121 (2018) 062002

Klasen & Paukkunen, Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41
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Figure 7: Comparison of the normalized CMS dijet nuclear modification ratios (221) with

NLO calculations using EPPS21, nCTEQ15HQ and nNNPDF3.0 nuclear PDFs.

impact on the gluon. However, the most forward data points at the edge of the detector

acceptance indicate a suppression, which cannot be fitted. This questions the reliability of

extracting nuclear PDFs from these data.

Part of the CMS dijet data are compared in Fig. 7 with NLO calculations using EPPS21,

nCTEQ15HQ and nNNPDF3.0. The depletion in the backward direction ⌘dijet ⌧ 0 indi-

cates a presence of an EMC e↵ect for gluons (though it is partially obscured due to the

contribution of valence quarks), whereas the depletion in the forward direction ⌘dijet � 0

is consistent with the expected gluon shadowing. At ⌘dijet � 0, the less shadowed gluons

of nCTEQ15HQ seen in Fig. 4 lead to the observed higher prediction for Rnorm.
pPb . The

nCTEQ15HQ error bands are the widest, as these data were not included in the fit. The

EPPS21 and nNNPDF3.0 uncertainties are smaller, and near ⌘dijet ⇠ 1 there is even a

discrepancy among them. Data for single inclusive jets are also available (225, 226, 227),

but the uncertainties are clearly larger than in the dijet measurements.

5.5. Heavy quarks and quarkonia

The possibilities of constraining the gluon PDF with inclusive heavy-flavor production at

the LHC have been actively investigated in pp (228, 229, 230, 231) as well as in pPb (50,

87, 88, 232, 233) collisions. However, the theoretical approaches vary from one analysis

to another, and this is also the case in the fits of nuclear PDFs that include heavy-quark

data. The EPPS group uses GM-VFNS calculations (90, 234, 235), in which heavy quarks

are active partons above the mass thresholds, resumming collinear logarithms from the

initial- and final-state radiation and thereby matching with the variable-flavor structure of

the nuclear PDFs. The nNNPDF group employs an approach which supplements fixed-

order calculations with a similar, though less complete resummation of collinear logarithms

through parton showers (236, 237, 238). The nCTEQ15HQ group relies on e↵ective matrix-

element fitting (239) introduced in Sec. 3.1. It uses the fact that in fixed-order calculations

the gg initial state dominates at low pT and allows fitting both open heavy quark and

quarkonium production including the hadronization process, which for quarkonia remains

26 Klasen and Paukkunen

?

EPPS21 and nNNPDF3.0 include CMS dijets, given as self-normalized ratio to cancel hadronization
effects:

Rnorm.
pPb =

d2σpPb/dpave
T dηdijet

dσpPb/dpave
T

/
d2σpp/dpave

T dηdijet

dσpp/dpave
T

Inability to fit forward data due to the missing (induced) data correlations? Or NNLO / NP effects?
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Covariance matrix

• Covariance matrix contains 
~100000 unique entries

• Allows fits across full 
kinematic range with no 
assumptions regarding 
correlations between points

Grigory Nigmatkulov. Hard Probes 2024

Summary

• First measurement of dijet 
pseudorapidity distributions in pPb 
collisions at 8.16 TeV

• Unique and high-constraining set of 
𝜂𝑑𝑖𝑗𝑒𝑡 for 16 𝑝𝑇𝑎𝑣𝑒  intervals utilizing 
MB and jet triggers 

• Important data for nPDF global 
analysis and constraints

9/23/24 8Grigory Nigmatkulov. Hard Probes 2024

G. Nigmatkulov, Mon 2:00 PM

New measurement of dijets at 8.16 TeV from CMS

Preliminary results with rapidity spectra in 16 bins of pT

from 50 to 500 GeV

Note: the rapidity spectra carry non-vanishing proton-PDF
dependence and scale uncertainty at NLO

Eskola, PP, Paukkunen, EPJC 79 (2019) 511

: Cure with forward-to-backward ratio?
Eskola, Paukkunen, Salgado, JHEP 10 (2013) 213

Systematic uncertainties important

: Correlations significant
X Covariance matrix expected

to be provided
N.B. For self-normalized
quantities even statistical
uncertainties become correlated

Eskola, PP, Paukkunen, Salgado,
EPJC 82 (2022) 271



Novel probes: Inclusive dijets in UPCs
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Dijet photoproduction in UPCs has been
promoted as a probe of nuclear PDFs

Strikman, Vogt & White, PRL 96 (2006) 082001

ATLAS measurement now final!

Triple differential in

HT =
∑
i∈jets

pT,i, zγ =
Mjets√
sNN

e+yjets ,

xA =
Mjets√
sNN

e−yjets

Note: transverse-plane collision geometry gets
resolved at large zγ !

Eskola, Guzey, Helenius, PP, Paukkunen, arXiv:2404.09731
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Figure 21: Triple-differential cross-sections, d3f
d�TdGAdIW , as a function of GA for different bins of �T for events with

emitted photon energies in the kinematic range 3.7⇥ 10�4 < IW < 0.027. In the upper panel, systematic uncertainties
are shown as shaded boxes, while statistical uncertainties shown as vertical lines are usually smaller than the size
of the markers. A theoretical comparison is shown to cross-sections computed using P����� 8 with nCTEQ15
WZ+SIH PDFs, a photon flux from S��������, and a IW-dependent breakup fraction. The bottom panels show the
ratio between the theory prediction and data for a representative subset of the bins of �T. The light red bands in
the ratio panels are the quadrature sum of scale uncertainties on the cross-section, while the gray band shows the
remaining systematic uncertainty. The yellow band shows the point-to-point statistical uncertainty.
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γ

γ
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FIG. 1. Typical leading-order Feynman graphs for dijet photo-
production in UPCs of hadrons A and B. Graphs (a) and (b) corre-
spond to the direct and resolved photon contributions, respectively.

the requirement that the target nucleus stays intact, one can
study diffractive dijet photoproduction in UPCs AA → A +
2 jets + X + A. Studies of this process may shed some light
on the mechanism of QCD factorization breaking in diffrac-
tive photoproduction and, for the first time, give access to
nuclear diffractive PDFs [40,41]. While further progress in
constraining nPDFs will benefit from studies of high-energy
hard processes with nuclei in proton-nucleus (pA) scattering
at the LHC [42] and lepton-nucleus (eA) scattering at a future
Electron-Ion Collider (EIC) [43] and Large Hadron Electron
Collider (LHeC) [44], UPCs at the LHC present an important
and complementary method of obtaining new constraints al-
ready now on nPDFs in a wide kinematic range.

In this work, we make predictions for the cross section of
inclusive dijet photoproduction in Pb-Pb UPCs at the LHC
using NLO perturbative QCD [45] and nCTEQ15 nPDFs.
We show that our approach provides a good description of
various cross section distributions measured by the ATLAS
Collaboration [38]. Our analysis also shows that the dijet
photoproduction cross section in the considered kinematics is
sensitive to nuclear modifications of the PDFs. As a function
of the momentum fraction xA, the ratio of the cross sections
calculated with nPDFs and in the impulse approximation
behaves similarly to Rg for a given µ and deviates from unity
by 10–20% for the central nCTEQ15 fit. The calculations
using EPPS16 nPDFs and predictions of the leading twist
nuclear shadowing model give similar results. This suggests
that inclusive dijet photoproduction on nuclei can be used to
reduce uncertainties in the determination of nPDFs, which are
currently significant and comparable in size to the magnitude
of the calculated nuclear modifications of the dijet photopro-
duction cross section.

The remainder of this paper is structured as follows. In
Sec. II, we outline the formalism of dijet photoproduction in
UPCs using NLO perturbative QCD. We present and discuss
our results for the LHC in Sec. III and draw conclusions in
Sec. IV.

II. PHOTOPRODUCTION OF DIJETS IN UPCS
IN NLO PERTURBATIVE QCD

Typical leading-order (LO) Feynman diagrams for dijet
photoproduction in UPCs of nuclei A and B are shown in
Fig. 1, where the graphs (a) and (b) correspond to the direct

and resolved photon contributions, respectively. Note that
beyond LO, the separation of the direct and resolved photon
contributions depends on the factorization scheme and scale
(see the discussion below).

Using the Weizsäcker-Williams method, which allows one
to treat the electromagnetic field of an ultrarelativistic ion as
a flux of equivalent quasireal photons [1,46], and the collinear
factorization framework for photon-nucleus scattering, the
cross section of the UPC process AB → A + 2 jets + X is
given by [45]

dσ (AB → A + 2 jets + X )

=
∑

a,b

∫ ymax

ymin

dy
∫ 1

0
dxγ

∫ xA,max

xA,min

dxA fγ /A(y) fa/γ (xγ , µ2) fb/B

× (xA, µ2)d σ̂ (ab → jets), (1)

where a, b are parton flavors; fγ /A(y) is the flux of equivalent
photons emitted by ion A, which depends on the photon
light-cone momentum fraction y; fa/γ (xγ , µ2) is the PDF of
the photon, which depends on the momentum fraction xγ and
the factorization scale µ; fb/B(xA, µ2) is the nuclear PDF with
xA being the corresponding parton momentum fraction; and
d σ̂ (ab → jets) is the elementary cross section for production
of two- and three-parton final states emerging as jets in hard
scattering of partons a and b. The sum over a involves quarks
and gluons for the resolved photon contribution and the pho-
ton for the direct photon contribution dominating at xγ ≈ 1.
At LO, the direct photon contribution has support exactly
only at xγ = 1, i.e., fa/γ = δ(1 − xγ ). At NLO, the virtual
and real corrections are calculated with massless quarks in
dimensional regularization, ultraviolet (UV) divergences are
renormalized in the MS scheme, and infrared (IR) divergences
are canceled and factorized into the proton and photon PDFs,
respectively. For the latter, this implies a transformation from
the DISγ into the MS scheme. The integration limits are
determined by the rapidities and transverse momenta of the
produced jets; see Sec. III. Note that Eq. (1) is based on
the clear separation of scales, which characterize the long-
distance electromagnetic interaction and the short-distance
strong interaction. It generalizes the NLO perturbative QCD
formalism of collinear factorization for jet photoproduction
in lepton-proton scattering developed in Refs. [45,47–49],
which successfully described HERA ep data on dijet pho-
toproduction [50]. Hence, Eq. (1) involves universal nuclear
PDFs fb/B(xA, µ2), which can be accessed in a variety of hard
processes involving nuclear targets [33–35], and the universal
photon PDFs fa/γ (xγ , µ2), which are determined by e+e−

data; for a review, see [45]. Hence, the interplay between the
direct and resolved photon contributions in Eq. (1) is also uni-
versal and controlled by the standard µ2 evolution equations
of photon PDFs and the choice of the factorization scheme.

In our analysis, we used the following input for Eq. (1). For
photon PDFs fa/γ (xγ , µ2), we used the GRV HO parametriza-
tion [51], which we transformed from the DISγ to the MS fac-
torization scheme. These photon PDFs have been profoundly
tested at HERA and the Large Electron-Positron (LEP) col-
lider at CERN and are very robust, in particular at high xγ

(dominated by the pQCD photon-quark splitting), which is

065202-2
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direct: resolved:



Novel probes: Inclusive UPC charmed meson photoproduction

20 / 21

Inelastic UPC events are characterized by a rapidity gap on one side

Relatively low photon energy results
in peak of particle production being
shifted in rapidity
No dedicated trigger for events with
single rapidity gap in Run 1 and Run
2 – In Run 3, ALICE uses continuous
readout ! Inelastic photonuclear
events are collected

Pb Pb

Pb

X

c

c

Rapidity gap

No rapidity gap

Nucleus stays intact

Nucleus breaks up

Sigurd Nese (University of Oslo) Hard Probes 2024 7 / 19

D0 and D0 candidates are reconstructed down to pT = 0

Extract yield of D0 in bins of pT
Bulk of production is at low pT
ALICE covers down to pT = 0, where
low-x gluon dynamics is most relevant
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G.M. Innocenti, MIT, Diffraction and Low-x, Palermo (Italy)

Comparison with FONLL with EPPS21 nPDFs
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• CMS D0  (c → D0 and b → D0 ) Xn0n with rapidity gap 

• Light blue band: prompt FONLL predictions with scale variations
• Dotted blue band: EPPS21Pb nPDF uncertainty only
• FONLL+EPPS21nPb scaled for the probability of no-breakup (EMD)

D0  8 < pT < 12 GeV:
→at higher pT, data are overall above the central values of the predictions

A.M. Stasto et al., paper in preparation

C. Mc Ginn, Wed 10:50 AM

ALICE plans to measure inclusive D0, D±, D∗ and J/ψ
photoproduction

CMS preliminary UPC D0 data in agreement with FONLL
predictions within scale and systematic uncertainties

: Important cross check w.r.t. D0 hadroproduction data

Inclusive UPC processes emerging as new nPDF probes!
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Nuclear PDFs are being constrained by an increasing amount of LHC data

Recent global fits include few thousand data points on a variety of processes

: Collinear factorization works in pA across a large phase space in x,Q2

: Nuclear gluon content better constrained than ever before

Data to theory agreement is starting to become sensitive to NNLO effects (low-mass DY),
treatment of heavy-flavour production (D0), imposed pT cuts. . .

: Can aim at over-constraining nuclear PDFs to find the limits where additional effects
(saturation, cold nuclear matter energy loss, hadronization nonuniversality) become significant

: Need both precision data and calculations

Inclusive UPC processes emerging as new nPDF probes!

Thank you!
. . . and my apologies I could not cover every nPDF related analysis available
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Collinear factorization in perturbative QCD

dσAB→k+X(Q2)
Q�ΛQCD

=
∑
i,j,X′

fAi (Q
2)⊗ dσ̂ij→k+X′(Q2)⊗ fBj (Q2) + O(1/Q2)

The cross section for producing an
inclusive final state k + X can be
described as a convolution of. . .

. . .Coefficient Functions dσ̂ij→k+X′
which

are calculable from perturbative QCD. . .

. . . and Parton Distribution Functions fAi , fBj
which contain long-range physics and cannot
be obtained by perturbative means. . .

. . . plus “Higher Twist” corrections
which are suppressed at high enough
momentum scale Q� ΛQCD

The PDFs fAi (x,Q
2) are universal, process independent,

and obey the DGLAP equations Q2∂f
A
i

∂Q2
=
∑
j

Pij ⊗ fAj
fraction of momentum
carried by the parton

factorization scale

parton flavour

parent hadron
or nucleus

splitting functions

Mellin conv.



Dijets in pPb at 5.02 TeV – x-dependence at NLO pQCD
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Self-normalization introduces additional (anti-)correlation between data points and across probed x!



Dijets in pPb at 5.02 TeV – per-trigger yields
ATLAS Collaboration, Phys. Rev. C 100 (2019) 034903

M. AABOUD et al. PHYSICAL REVIEW C 100, 034903 (2019)
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FIG. 6. Ratios (top) ρ
pPb
W of W12 and (bottom) ρ

pPb
I of I12 values between p + Pb collisions and pp collisions for different selections of pT,1

and pT,2 as a function of y∗
2. The data points are shifted horizontally for visibility and do not reflect an actual shift in rapidity. The vertical size

of the open boxes represents systematic uncertainties and the error bars indicate statistical uncertainties. The horizontal size of the open boxes
does not represent the width of the bins. Some points are not presented due to large statistical uncertainties. Results are shown with no "pT

requirement, where "pT = pT,1 − pT,2.

values of W12 and I12 and the ratios ρ
pPb
W and ρ

pPb
I in p + Pb

and pp collisions are re-evaluated. The absolute difference
between the varied and nominal values is used as an estimate
of the uncertainty.

The systematic uncertainty due to the JES is determined
from in situ studies of the calorimeter response [33,35–37],
and studies of a relative energy-scale difference between the
heavy-ion jet reconstruction procedure [37] and the procedure
used in 13-TeV pp collisions [38]. The JES uncertainty de-
pends on the jet pT and jet η and is applied as a modifi-
cation to the reconstructed jet pT and varied separately by
±1 standard deviation. The bin-by-bin correction factors are
recomputed accordingly and the data are unfolded with them.
The resulting uncertainty from the JES is typically less than
15% for the values of both W12 and I12. An additional source
of systematic uncertainty for the JES in p + Pb collisions
originates from differences between detector response and
its simulation compared to pp collisions. These differences
are about 1%, and their resulting systematic uncertainties are
added to the total JES systematic uncertainty in quadrature.

The uncertainty due to the JER is evaluated by repeating
the unfolding procedure with modified bin-by-bin correction
factors, where an additional contribution is added to the
resolution of the simulated jet pT using a Gaussian smearing

procedure [38]. The smearing factor is evaluated with an in
situ technique developed for 13 TeV pp data involving studies
of dijet transverse-momentum balance [39]. An additional
uncertainty is included to account for differences between the
heavy-ion jet reconstruction and that used in the analyses of
13-TeV pp data. The resulting uncertainty is symmetrized.
The size of the uncertainty due to the JER for the values of I12
is as large as 30% and is typically below 10% for the values
of W12.

The systematic uncertainty from the JAR originates in
differences in the angular resolution between the data and MC
samples. The uncertainty is derived as the difference between
the angular resolutions evaluated using the two different MC
generators, HERWIG++ and PYTHIA8. Distributions are un-
folded with modified bin-by-bin correction factors where the
reconstructed jet η and φ are smeared to reflect an up to ∼5%
uncertainty of the JAR. The size of the resulting uncertainty
on W12 and I12 is typically below 6%.

A systematic uncertainty related to a possible dependence
of the result on the fit range is considered. This systematic
uncertainty is present only for the values of W12 and ρ

pPb
W . The

uncertainty is evaluated by modifying the fit interval from the
default of 2.5 < "φ < π to a fit range of 2.1 < "φ < π . In
different ranges of pT,1 and pT,2, the resulting uncertainties

034903-8

small-x
shadowing?

Nuclear modification of per-trigger yields, practically a ratio of 2-jet over 1-jet ratios:

ρpPb
I =

d4σpPb
2−jet/dpT,1dy∗1dpT,2dy∗2
σpPb

1−jet

/
d4σpp2−jet/dpT,1dy∗1dpT,2dy∗2

σpp1−jet

Forward suppression indicating small-x shadowing?
cf. D. Perepelitsa at “Heavy Ion Physics in the EIC Era” INT Program, August 22, 2024
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FIG. 1. Upper panel: The scale-choice uncertainty-envelope of the rapidity-di↵erential exclusive J/ photoproduction cross
section in ultraperipheral Pb+Pb collisions at

p
sNN = 5.02 TeV, as a function of the J/ rapidity y, calculated to NLO pQCD

with the EPPS16 nPDFs [44] and compared with the experimental data from Refs. [38] (ALICE Forw), [36] (ALICE Cent) and
[41] (LHCb Forw). The experimental data points are mirrored w.r.t. y = 0, and their errorbars are obtained by adding the
statistical and systematic errors in quadrature. The solid (red) curve shows the NLO result with our “optimal” scale explained
in the text. Lower panel: The same but at

p
sNN = 2.76 TeV and with experimental data from Refs. [39] (ALICE Forw),

[37] (ALICE Cent) and [40] (CMS Cent). For the errorbars of the data, all given errors are added in quadrature.

in ultraperipheral Pb+Pb collisions. Figure 1 shows the
uncertainty envelopes that result from varying the scale
µ = µF = µR from MJ/ /2 to MJ/ at

p
sNN = 5.0 TeV

(upper panel) and 2.76 TeV (lower panel), using the cen-
tral set of the EPPS16 nPDFs [44]. For comparison, the
figure also shows the experimental LHC data measured
at these energies at forward rapidities by ALICE [38, 39],
LHCb [41] and CMS [40], and at central rapidities by AL-
ICE [36, 37]. The solid (red) lines in the middle-parts of
the envelopes show the results with µ = 0.76MJ/ = 2.37
GeV, a scale we have iteratively obtained by requiring

a rough simultaneous fit to the data at both collision
energies. In what follows, we call this “optimal” scale,
emphasizing however that its precise number bears no
special significance but it depends e.g. on the assumed
the GPD modeling details and nPDFs in general.

On the one hand, as expected based on Ref. [30], we
observe that the scale uncertainty remains quite large
also here in the nuclear case. On the other hand then,
it is interesting and quite encouraging that already with
our current “bare bones” GPD/PDF framework the NLO
cross sections with entirely feasible scale choices µ =

12

FIG. 7. Decomposition of the exclusive rapidity-di↵erential J/ photoproduction cross section, computed with EPPS16 nPDFs
at our “optimal” scale, in 5.02 TeV Pb+Pb UPCs (solid blue curve “Full |M|2”) into the contributions with zero quark
distributions (dashed orange curve “Only Gluons”), with zero gluon distributions (dotted green curve “Only Quarks”) and
the one with a mixing of the quark and gluon distributions in the square of the full NLO amplitude (red dashed-dotted curve
“Interference”).

component’s photon flux and nuclear form factor towards
negative rapidities now suppresses the W� component so
that it becomes of the same magnitude as the W+ com-
ponent whose squared amplitude is smaller but photon
flux correspondingly larger. As seen in Figs. 6 and 7,
as a result of these competing e↵ects the real and imagi-
nary parts of the amplitude, as well as quarks and gluons,
then contribute equally to the rapidity-di↵erential cross
section at y ⇡ �3.

• At y ⇡ �4, where the cross section is dominated by
the W+ component as seen in Fig. 5, the LO and NLO
gluon terms cancel to a much smaller degree both in the
real and imaginary parts, and the hierarchy becomes

[Re(MNLO
Q )]2 ⌧ [Re(MLO

G + MNLO
G )]2

. [Im(MNLO
Q )]2

⌧ [Im(MLO
G + MNLO

G )]2,

(36)

causing the gluons-only terms to dominate over the
quarks-only by a factor of four. In this case, the siz-
able quark-gluon mixing term is deeply negative because
of the large negative term Im(MLO

G ) + Im(MNLO
G ). It is

again the negative sign of this term that in the full am-
plitude causes [Re(M)]2 & [Im(M)]2, seen in Fig. 8 and
in the lower panel of Fig. 6 at y = �4... � 3.

As shown by Figs. 5-8, the full NLO cross section thus
has a very detailed complex structure with interplays
between the photoproduction cross section, the photon
flux and the nuclear form factor, between the W± com-
ponents, and especially between the various contribu-
tions from the real and imaginary parts of the amplitude.
The key to understand the obtained rapidity-di↵erential
cross sections is the degree of cancellation of the LO and

NLO gluon contributions of opposite signs. We have also
checked that the situation is qualitatively the same for
the 2.76 TeV collision energy, and that the real part con-
tributions become slightly more important for all values
of y than for the 5.02 TeV case. We have also checked
that in the case of no nuclear e↵ects, the situation re-
mains qualitatively the same.

C. Nuclear e↵ects and PDF uncertainties in the
cross section

Next, we analyse how the nuclear modifications of the
PDFs as well as the uncertainties of the nuclear and
free-proton PDFs propagate into the exclusive rapidity-
di↵erential J/ photoproduction cross sections. Figure 9
compares the rapidity-di↵erential cross sections at 5.02
TeV obtained at our “optimal” scale with the EPPS16
nPDFs (solid orange curve), and the one obtained with
the CT14NLO free-proton PDFs (dashed blue) which are
the baseline for EPPS16. As seen in the figure, at mid-
rapidity, where the W± terms contribute equally, the
cross sections show a reduction of a factor of 0.76 from
CT14NLO to EPPS16. Towards backward/forward ra-
pidites, i.e. in the regions where the W± terms contribute
significantly and probe the nuclear e↵ects in di↵erent
x-regions, the net nuclear e↵ects are slighly increasing.
Finally at the backwardmost (forwardmost) rapidities,
where the single W+ (W�) contribution dominates and
one enters the antishadowing region, the nuclear e↵ects
essentially die out.

The general behaviour and magnitude of the nuclear
e↵ects here can be understood as follows:

Eskola et al., PRC 106 (2022) 035202

First phenomenological implementation of
the NLO corrections

Ivanov et al., EPJC 34 (2004) 297
Jones et al., J. Phys. G 43 (2016) 035002

in ultrapheripheral Pb+Pb
Eskola et al., PRC 106 (2022) 035202

Exclusive process
: need a mapping between GPDs and

traditional PDFs

Large scale uncertainty
: perturbative convergence?

ξ ¼ pþ − p0þ

pþ þ p0þ ¼
M2

ψ

2W2 −M2
ψ
: ð2Þ

Due to the vanishing of the quark coefficient function at
LO, the process is predominantly sensitive to the gluon
GPD. At LO, the gluon coefficient function is strongly
peaked for jXj ∼ ξ and so the gluon GPD is probed close to
Fgðξ; ξÞ. In fact, for the imaginary part of the amplitude, the
LO gluon coefficient function acts as a Dirac delta function
and the GPD is probed at exactly jXj ¼ ξ.

III. CONNECTING EXCLUSIVE
PRODUCTION TO THE PDFS

First, let us recall the advantage of using the exclusive
J=ψ LHCb data in global parton analyses in the collinear
factorization scheme. It offers the possibility to probe PDFs
(mainly the gluon PDF) at extremely low x in a so far
unexplored kinematic regime. In particular, for forward
ultraperipheral production, pp → pþ J=ψ þ p, the LHCb
experiment can reach3

x ∼ ðMψ=
ffiffiffi
s

p
Þe−Y ∼ 3 × 10−6 ð3Þ

for
ffiffiffi
s

p
¼ 13 TeV and rapidity Y ¼ 4.5. Moreover, the

cross section is proportional to the square of the parton
density, so the uncertainty on the PDF is reduced.
However, as mentioned in the introduction, there appear

to be two disadvantages. First, the description of the
exclusive J=ψ process depends on GPDs, and, second,
there is a strong dependence on the choice of scale,

indicating a large theoretical uncertainty. Immediately
below, we note how the first disadvantage is overcome.
Then, in the next section, we discuss the removal of the
sensitivity to the scale dependence.
Though exclusive J=ψ production is described by GPDs,

at very low values of x and small momentum transfer t, the
GPD can be related to the conventional integrated PDF, via
the Shuvaev transform, with accuracy OðxÞ [16]. The key
observation is that the Gegenbauer (conformal) moments,
Gn,

4 of the GPDs evolve in the same manner as the Mellin
moments, Mn, of the PDFs. This fact allows one to restore
the full GPD function (at a given fixed scale) through
knowledge of its Gegenbauer moments. Owing to the
polynomial condition, see, e.g., [21]; even for ξ ≠ 0 the
Gegenbauer moments can be obtained from the Mellin
moments of the diagonal (nonskewed) PDFs to OðξÞ
accuracy at NLO. We emphasize that despite the values
of the Mellin (and the Gegenbauer) moments maintaining
sensitivity to the x behavior throughout the whole x interval
(including large x ∼ 1), the polynomiality provides the
accuracy of Gn ¼ Mn, which depends on the value of ξ
only. Thus, it is possible to obtain the full GPD function at
small ξ from its known moments. Based on this fact, we can
obtain an expression which transforms the low x PDF to the
corresponding GPD [16].
The GPD function (denoted by FaðX; ξÞ with a ¼ g, q in

Fig. 1) accounts for the fact that the momenta of the “left”
and “right” partons in the diagrams of Fig. 1 are different.
In particular, they carry proton momentum fractions X þ ξ
and X − ξ, respectively. The Shuvaev transform relates the
GPD FaðX; ξÞ to the PDF(X þ ξ). We systematically

FIG. 1. (a) LO contribution to γp → V þ p. (b) NLO quark contribution. For these graphs, all permutations of the parton lines and
couplings of the gluon lines to the heavy-quark pair are to be understood. Here the momentum P≡ ðpþ p0Þ=2 and l is the loop
momentum. Note that the momentum fractions of the left and right partons are x ¼ X þ ξ and x0 ¼ X − ξ, respectively; for the upper
gluons, we have x0 ≪ x and so x ≃ 2ξ.

3Note that this value corresponds to the lower limit of the x
interval felt by the process. In practice, the main contribution to
the amplitude comes from a slightly larger value of x, as
discussed in Sec. VI.

4Gegenbauer moments are the analog of Mellin moments
which diagonalize the Q2 evolution of PDFs. The corresponding
operator diagonalizes the Q2 evolution of the GPDs [20]. As
ξ → 0, the Gegenbauer moments become equal to the Mellin
moments.
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Data availability w.r.t. A
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∼ 50% of the data points are for Pb!

� Good coverage of DIS measurements for different A (but only fixed target!)

À DY data more scarce, but OK A coverage

� Hadronic observables available only for heavy nuclei!

Light-ion runs at LHC could:

Complement other light-nuclei DY data with W and Z production (strangeness!)

Give first direct constraints (e.g. dijets, D-mesons) on light-nuclei small-x gluon distributions!



A-dependence of nuclear modifications

101 102
0.6

0.8

1

1.2

1.4

1

A

R
A g
(x

=
0
.1
,
Q

2
=
1
0
G
eV

2
)

gluon antishadowing
O Ar Kr Xe Pb

EPPS21
nNNPDF3.0
nCTEQ15HQ

101 102
0.2

0.4

0.6

0.8

1

1.2

1.4

1

A

R
A g
(x

=
0
.0
0
1
,
Q

2
=
1
0
G
eV

2
)

gluon shadowing
O Ar Kr Xe Pb

A-dependence of gluon PDFs not well constrained by data!

Having data for even one additional nucleus would help interpolating the effect for others
(but note that A-dependence is not necessarily smooth or even monotonous)

nPDFs a major source of uncertainty for testing existence of QGP in small systems
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Impact on nPDFs – up
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Impact on nPDFs – down

0.2
0.4
0.6
0.8
1

1.2
1.4
1.6
1.8

R
P

b
d

(x
,
Q

2
=

10
G

eV
2
)

EPPS21
EPPS16

0.2
0.4
0.6
0.8
1

1.2
1.4
1.6
1.8

nNNPDF3.0
nNNPDF2.0

10−4 10−3 10−2 10−1

0.2
0.4
0.6
0.8
1

1.2
1.4
1.6
1.8

1
x

nCTEQ15HQ
nCTEQ15

10−4 10−3 10−2 10−1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

1
x

R
P

b
d

(x
,
Q

2
=

10
G

eV
2
)

RPb
d =

fPb
d

Zfpd +Nfnd

EPPS21
nNNPDF3.0
nCTEQ15HQ

Valence region constrained by fixed-target DIS data

Uncerainties grow towards small x due to lack of
collider DIS data



Impact on nPDFs – anti-up
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Impact on nPDFs – anti-down
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Impact on nPDFs – strange
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Strangeness poorly known in lack of direct
constraints

Dimuon process in neutrino-DIS could be used for
improved constraints

Helenius, Paukkunen, Yrjänheikki, JHEP 09 (2024) 043
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