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Abstract. The end-cap calorimeters of CMS will be upgraded to a single High Granularity Calorimeter (HG-
Cal) for the HL-LHC, including both silicon sensors and scintillator tiles with on-tile SiPMs as active elements.
The readout of the active elements is performed by an ASIC (HGCROC in 130 nm CMOS technology) that
measures the amplitude and arrival time of the signals. The amplitude is measured over a large dynamic range
to allow calibration with single particles and the measurement of TeV showers. The time of arrival of high-
energy showers will be measured with a precision of around 30 ps. A second pair of “concentrator” ASICs -
ECON-T and ECON-D - takes the data from the HGCROC channels and packages them for transmission via
optical links to the off-detector electronics. The ECON-T transmits trigger data at 40 MHz, to form part of the
level-1 trigger. The ECON-D transmits concentrated data packets at up to 1 MHz, upon reception of a level-1
trigger signal. In addition to these ASICs, HGCal will use modified versions of common HL-LHC electronics
developments, for the power chain and the optical control and readout. The dense nature of the HGCal pro-
vides additional challenges for the electronic boards and cabling. In this proceedings the overall HGCal front
electronics scheme, including the latest performance of the HGCROC and ECON ASICs is presented.

1 Introduction

Motivation for the HGCal upgrade of the CMS detec-
tor, for operation in HL-LHC, along with component de-
tails and science objectives may be found in [1]. This
proceedings provides an overview of the HGCal front-
end. The front-end electronics are used to (1) digitize
the signal from the sensors with the HGCal Readout Chip
(HGCROC), (2) perform data concentration with the E-
link Concentrators (ECON) and (3) to transmit the data
using the low power gigabit transceiver (lpGBT) and elec-
trical to optical conversion (VTRX+). Strategies for pro-
viding power and services to the front-end and composite
systems testing will also be covered.

The main objective of the front-end is to deliver fun-
damental information needed for the calorimetry from the
particle sensor to off detector electronics. The aim is to
measure the charge over a large dynamic range: 0.2 fC
— 10 pC. This range allows the calorimeter to make mea-
surements of single minimum ionizing particles - used for
calibration - as well as measurements of high energy (TeV
level) jets. To mitigate the high pileup conditions expected
from HL-LHC, it also needs to measure the time when a
particle appears in the detector. Fine positional precision
over a large area is needed for high quality jet resolution,
and the detector is foreseen to have over 6 million readout
channels.

The analogue pulse that appears when a particle is
incident on a sensor is used to measure the charge the
particle deposits and the time when the particle arrived.
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The shape of such a pulse is illustrated in figure 1. The
digitization process is performed for several properties of
this pulse. The charge is measured by reading out the
analogue-to-digital pulse (ADC) directly for small charge
deposits (small pulses). The time-over-threshold (TOT)
is used for measuring large charge deposits (large pulses).
The time of arrival of a signal (TOA) can also be measured
at a given threshold depicted in the pulse diagram.

Figure 1. Diagram of the analogue pulse resulting from a particle
incident on a single channel of the HGCal detector. Simplified
definitions of the digitized quantities ADC, TOT and TOA are
illustrated.

2 Detector Requirements

The purpose of the front-end electronics, as noted above,
is to digitize, concentrate, and transmit data off detector.
Further requirements of the front-end are needed to ful-
fill this mandate. It is responsible for distributing a clock
(provided from off-detector components) so that event data



Table 1. Front-end electronics constraints, introduced by the radiation environment, physical space availability, and capabilities
necessary for broad science impact.

Parameter Specification
Total ionizing dose 200 Mrad
Tolerance to single event effects (SEE)
(average detector fluence) Hadron fluence (E > 20 MeV): 1×1014 cm−2

Charge measurements with large dynamic range 0.2 fC — 10 pC
Time resolution 25 ps
Fit in limited physical space ∼5 mm gap
Low power consumption
(including digitization and concentration on
DAQ and trigger paths)

≤ 20 mW/ch

Allow transfer of large data volumes required
for good trigger and physics performance.

Trigger path: ∼60 Tb/s
DAQ path: ∼40 Tb/s

Figure 2. Illustration of the data path for the front-end readout. Each ASIC chip along the data path between the sensors and off
detector backend electronics provides a unique role.

can be synchronized. The front-end must receive control
signals in order set the detector configurations, for vari-
ous modes of operation, and perform detector resets and
re-syncs. It also needs to provide detector monitoring for
characteristic data such as temperature, current, and volt-
age levels of detector components.

Requirements of the front-end design and operation
imposed by environmental constraints, physical space and
science objectives are summarized in table 1.

Additional challenges are introduced because almost
every layer of the calorimeter has a different radius. This
introduces complications in geometry of modules and con-
nectors. A large variety in connector shapes are necessary
in order to read out every module. Grouping modules al-
lows for a uniform scheme to read out data.

3 Readout scheme

A diagram of the data readout scheme is show in figure 2.
The HGCROC reads out data at 1.28 Gbps, the ECON
concentrates the data and passes it on to the lpGBT at

1.28 Gbps. The lpGBT, together with the VTRX+, seri-
alizes the data and converts the electrical signal to optical
signal in order to transmit it to off detector electronics at
10.24 Gbps.

3.1 Readout ASIC: HGCROC

The HGCROC measures up to 72 readout channels on
a module as well as 4 common mode channels to miti-
gate noise and 2 calibration channels. Two separate data
paths are generated by the chip: the trigger path and DAQ
path. The trigger path provides a sum of 4 or 9 chan-
nels, depending on the type of module it is reading out,
and provides a 7-bit floating point number. The trigger
path outputs four 1.28 Gbps links. The DAQ path contains
a DRAM with a depth of 512, a circular buffer, and can
store the full event info (ADC, TOT and TOA) for 12.5 µs.
The DAQ path outputs two 1.28 Gbps output links. The
HGCROC uses I2C protocol for slow control and is capa-
ble of receiving fast commands, which include chip resets
and trigger accept signals.



Figure 3. (Top left plot) linearity of the HGCROC analogue to digital conversion (ADC) measured for different preamplifier gains is
within specification, +/- 0.5%. (Top right plot) the time over threshold (TOT) linearity is within specification, +/- 0.5%. (Bottom left
plot) time of arrival (TOA) as a function of charge shows a 2.5 ns time walk. (Bottom right plot) HGCROC ADC signal peak after 345
Mrad TID continues to show stable results.

Figure 4. Total ionizing dose (TID) results for ECON ASICs. (Left plot) evidence of a shift of the good phase window at high TID.
For a given choice of phase, the error rate is measured using a pseudo random bit stream; results are as expected. (Right plot) automatic
capacitance selection for the phase lock loop (PLL) as a function of TID. Results are shown for the chip operated with different voltages.
The capacitance selection results are as expected.

Characterization of the HGCROC is well advanced.
The linearity of the full ADC range is within +/- 0.5 %,
meeting the design specification and allowing for good
calibration of the detector. The TOT range linearity is also
within a range +/- 0.5 %, the jitter around 25 ps and the
TOA measurements shows a 2.5 ns time walk. These are
all within specifications of the chip design. The ADC and
TOT linearity measurements and the TOA time walk data
are shown in figure 3.

Several radiation campaigns to investigate the behavior
of the HGCROC have been completed. Total ionizing dose
(TID) results demonstrated that at 5 ◦C the chip behavior
is very stable up to 350 Mrad with almost no changes in
the ADC, the time to digital conversions (TDC), or the
phase lock loop (PLL) behavior. The ADC pulse shape
after the chip received 345 Mrad TID is shown in figure 3.
HGCal module and detector system tests operated with the

HGCROC are continuing. Pre-production HGCROC chips
were received at end of February 2024.

3.2 Data concentration: ECON chips

The ECON chips concentrate data to reduce the number of
data links in the path. They also provide utilities to moni-
tor the synchronization between the HGCROC and ECON,
and report this information to the backend electronics.

Two versions of ECON are designed to operate in the
trigger path and the DAQ path. ECON-T is used for the
trigger path. Its roll is to select or compress HGCROC
trigger data for transmission off detector at 40 MHz.
ECON-T can be configured with I2C slow control to com-
press data using one of several algorithms: applying sig-
nal threshold values, sums of neighboring channels, or an
auto-encoder (“AI on Chip”). The ECON-D is used for the
DAQ path. It performs digital processing of sensor data for



Figure 5. System test setups for (top picture) six low density sil-
icon modules connected to an engine located at CERN, (middle
picture) a two module silicon system in a cold test facility located
at FNAL, (bottom picture) a two scintillator tileboard system lo-
cated KIT. These systems allow testing of the operability of the
front-end electronics in on detector conditions.

events passing L1 trigger up to 1 MHz (nominal operation
expected at 750 kHz). ECON-D applies zero-suppression
to avoid readout of channel data that does not have a pulse
above the nominal noise and performs alignment of chan-
nels from multiple HGCROCs.

Radiation campaigns have been used to demonstrate
the ECON chips maintain excellent performance in harsh
radiation environments. No single event upsets have been
observed in slow control I2C registers. The campaigns
were used to set upper limits on the cross section of er-
rors requiring a reset. Good behavior was observed up
to 660 Mrad when the chip is operated at 1.2V. The test
facility used for TID testing was the CERN ObeliX X-
ray. There was evidence of a small error rate at >450
Mrad for ECON-D when operated at the lowest voltage,
1.08 V. This is well within the HGCal design requirements
of 200 Mrad. Operability of the ECON during TID testing
is demonstrated in figure 4, showing the expected change
in the optimal phase and capacitance settings with expo-
sure to higher levels of TID.

The ECON engineering run is complete and the project
will receive 24 thousand ECONs shortly after the confer-
ence date. The amount is about half of the total number
needed for the detector. Characterization and testing will
happen the summer 2024. All ECONs are expected to be
produced and tested by early 2025.

3.3 Data transmission: Engines

The “engine” components of the HGCal detector are cus-
tom designed PCB boards that utilize the CERN designed

lpGBT ASIC together with the CERN VTRX+ ASIC to
transmit data off detector through optical fibers. The en-
gines serialize data from the up to 7 concentrator chips.
Uplinks send data at 10.24 Gbps. Low density (LD) en-
gines supports up to 6 full LD silicon modules. High den-
sity (HD) engines support up to 3 full HD silicon modules.
The engines are connected to the modules with passive
PCBs that have many variants (>50) to accommodate the
complicated geometries of the detector layers and small
envelope between layers.

4 Front-end powering: DC-to-DC
converters

A single low voltage power level will be provided to the
detector. Custom DC-to-DC converters are used to step
the voltage down to appropriate levels for operating the
modules. Custom coils and shields are used to avoid in-
troducing noise into the readout. BusBars will be used to
distribute power throughout the system. The BusBars are
Heavy-copper flex PCBs and provide tight coupling be-
tween supply and returns. This method of power distribu-
tion is intrinsically radiation tolerant (utilizing polyimide-
based insulation).

5 A suite of test systems

A rigorous set of test systems and facilities are setup at
sites around the world. Some of the setups may be seen
in figure 5. The system tests ensure robust performance
of the entire HGCal system (including the front-end elec-
tronics) from prototypes through pre-production and full
production.

6 Conclusions

No project show-stoppers have been found in any part of
the system, despite challenging custom ASICs and ex-
treme radiation tolerance constraints. The HGCROC pre-
production chips are becoming available now (up to 5%
of detector) and the production chips are expected by the
end of 2024. The ECON engineering run chips will arrive
soon after the conference date. All ECON chips will be
produced and tested by early 2025. More test beams are
expected in the near future for system testing (including
in a magnetic field) and ASIC radiation tolerance testing.
Cassette (detector unit comprised of tens of modules) pre-
production is planned to begin at the end of the year.

Several other HGCal project topics were covered at the
CALOR2024 conference including on mechanical chal-
lenges, backend electronics developments, and event re-
construction efforts.
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