Demonstration of FPGA-based track

reconstruction on live LHCb data
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e LHCb VELO quadrant coverage The event throughput has now reached an unprecedented rate of 19 MHz

A final rate of ~31 MHz is estimated when all ongoing tunings will be completed

e Full-mesh network for fast
data exchange

e 28 full-duplex links at 25.8 Gbps

e Engines on different boards cover
different parameter space regions

Proposal for a FPGA-based downstream tracking in Run 4 is currently under
»( review by the LHCb collaboration
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