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• Flavour is one of most puzzling aspects of SM 

L⌫SM = Lgauge(Aa, i) +Dµ�
†Dµ�� Ve↵(�, Aa, i)
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quantized Ad hoc
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• Flavour is one of most puzzling aspects of SM 
• ad hoc, many parameters, peculiar patterns 

➡ strong suppression of (most) flavor changing processes 
within SM - unexplained!

figure by  
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• Planned high-pT & high statistics experiments at FCC-ee would 
record O(1013) Z boson, O(106) Higgs decays 
• clean e+e- collisions, boosted decay products - Flavour factory 

• allows to go beyond ultimate precision of LHCb and Belle II  

•

Flavour Physics @ FCC(-ee)
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Flavours @ FCC-ee 5

2) Executive summary — Flavours at FCC-ee

1) Heavy Flavours Production — Comparison w/ Belle II 

2) Flavour anomalies — b → s!! yields and  B0 → K*0�τ+τ-. 

CHAPTER 7
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Figure 7.1: Invariant mass reconstruction of B̄
0 ! K

⇤0
(892)t+t� candidates (green line), where

t!3pn⌧ and K⇤ !K+p�, allowing to reconstruct the decay vertices. The two dominant backgrounds
are included: B̄s ! D

+
s D

�

s K
⇤0

(892) (red) and B̄
0 ! D

+
s K̄

⇤0
(892)t�n⌧ (pink).

B̄
0 ! K

⇤0
(892)t+t� are therefore obvious candidates to study. The excellent knowledge of the de-

cay vertices, thanks to the multibody hadronic t decays, allows to fully solve the decay kinematics in
spite of the final-state neutrino. The decay B̄

0 ! K
⇤0

(892)t+t� has been studied using Monte Carlo
events propagated through a fast simulation featuring a parametric FCC-ee detector, with tracking and
vertexing performance inspired from the ILD detector design [191].

Figure 7.1 shows the reconstructed invariant mass distribution of simulated SM signal and back-
ground events corresponding to 5 ⇥ 10

12 Z-bosons. More than a thousand reconstructed events can be
expected at the FCC-ee, opening the way to measurements of the angular properties of the decay [192].
Table 7.1 compares the (anticipated) reconstructed yields for these decay modes, at the Belle II, LHCb
upgrade and FCC-ee experiments.

Table 7.1: Comparison of orders of magnitude for expected reconstructed yields of a selection of
electroweak penguin and pure dileptonic decay modes in Belle II, LHCb upgrade and FCC-ee exper-
iments. Standard model branching fractions are assumed. The yields for the electroweak penguin decay
B̄

0 ! K
⇤0

(892)e+e� are given in the low q2 region.

Decay mode B
0 ! K

⇤
(892)e

+
e
�

B
0 ! K

⇤
(892)t+t� Bs(B

0
) !µ+µ�

Belle II ⇠ 2 000 ⇠ 10 n/a (5)
LHCb Run I 150 - ⇠ 15 (–)

LHCb Upgrade ⇠ 5000 - ⇠ 500 (50)
FCC-ee ⇠ 200000 ⇠ 1000 ⇠1000 (100)

Similar decays, such as L0
b !L⇤(1520)t+t�, benefit from the same topological reconstruction

advantages. Likewise, in view of completing the LFUV tests, the study of the decay B
0 ! K

⇤
(892)e

+
e
�

can be performed with unrivalled statistics.

90
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Figure 7.1: Invariant mass reconstruction of B̄
0 ! K

⇤0
(892)t+t� candidates (green line), where

t!3pn⌧ and K⇤ !K+p�, allowing the decay vertices to be reconstructed. The two dominant back-
grounds are included: B̄s ! D

+
s D

�

s K
⇤0

(892) (red) and B̄
0 ! D

+
s K̄

⇤0
(892)t�n⌧ (pink).

in spite of the final-state neutrino. The decay B̄
0 ! K

⇤0
(892)t+t� has been studied using Monte Carlo

events propagated through a fast simulation featuring a parametric FCC-ee detector, with tracking and
vertexing performance inspired from the ILD detector design [191].

Figure 7.1 shows the reconstructed invariant mass distribution of simulated SM signal and back-
ground events corresponding to 5 ⇥ 10

12 Z-bosons. More than a thousand reconstructed events can be
expected at the FCC-ee, opening the way to measurements of the angular properties of the decay [192].
Table 7.2 compares the (anticipated) reconstructed yields for these decay modes, at the Belle II, LHCb
upgrade and FCC-ee experiments.

Table 7.2: Comparison of orders of magnitude for expected reconstructed yields of a selection of
electroweak penguin and pure dileptonic decay modes in Belle II, LHCb upgrade and FCC-ee exper-
iments. Standard model branching fractions are assumed. The yields for the electroweak penguin decay
B̄

0 ! K
⇤0

(892)e+e� are given in the low q2 region.

Decay mode B
0 ! K

⇤
(892)e

+
e
�

B
0 ! K

⇤
(892)t+t� Bs(B

0
) !µ+µ�

Belle II ⇠ 2 000 ⇠ 10 n/a (5)
LHCb Run I 150 - ⇠ 15 (–)

LHCb Upgrade ⇠ 5000 - ⇠ 500 (50)
FCC-ee ⇠ 200000 ⇠ 1000 ⇠1000 (100)

Similar decays, such as L0
b !L⇤(1520)t+t�, benefit from the same topological reconstruction

advantages. Likewise, in view of completing the LFUV tests, the study of the decay B
0 ! K

⇤
(892)e

+
e
�

can be performed with unrivalled statistics.

90
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Working point Lumi. / IP [1034 cm�2.s�1] Total lumi. (2 IPs) Run time Physics goal

Z first phase 100 26 ab�1 /year 2
Z second phase 200 52 ab�1 /year 2 150 ab�1

Particle production (109) B0 B� B0
s ⇤b cc ⌧�⌧+

Belle II 27.5 27.5 n/a n/a 65 45
FCC-ee 400 400 100 100 800 220



• Planned high-pT & high statistics experiments at FCC-ee would 
record O(1013) Z boson, O(106) Higgs decays 
• clean e+e- collisions, boosted decay products - Flavour factory 

• allows to go beyond ultimate precision of LHCb and Belle II  

• CKM (|Vcb| & |Vub|) determination, rare decays of c- and b-hadrons 
(b → s τ+τ-, νν) and CP violation in the heavy-quark sector (γ, aSL) 

• tau lepton properties (mass, lifetime) and rare decays 

• …(many avenues remain unexplored)

Flavour Physics @ FCC(-ee)
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Loukas Gouskos

ParticleNet@FCCee: b/c tagging
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Loukas Gouskos

ParticleNet@FCCee: s/g tagging
strange-tagging
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Par$cleNet	 Bedeschi et al., 2202.03285

• Planned high-pT & high statistics experiments at FCC-ee would 
record O(1013) Z boson, O(106) Higgs decays 

• Recent advances in jet physics and statistics 
• revolution of jet tagging algorithms using ML 

• novel analysis techniques exploiting solvable probabilistic models 
for complicated events (tractable likelihoods vs. of cut & count) 

➡ Novel tests of flavor conversion in and beyond SM

Competitive Flavour Probes with SM bosons? 

10



• FCC-ee with clean environment & excellent vertexing would allow 
for efficient charm & even strange quark flavor tagging 

• One can contemplate Z/h→qq’ decay searches

Tagging on-shell FCNCs @ FCC-ee  

11
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• While FCNCs forbidden at tree-level in SM, they are generated at 1-
loop, e.g.

Tagging on-shell FCNCs @ FCC-ee  

12
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FIG. S3. Representative one-loop diagrams for the Z ! bq̄ (left) and h ! bq̄ (right) decays. The crosses indicate mass
insertions.

evaluation of the full amplitude. We have also evaluated the PaVe analytically using the Package-X [49]. Isolating
the 1/✏ divergent term, this is of the form

Mdiv /
X

k=u,c,t

VkbV
⇤
kq

�
ūb/✏ZPLuq

�
, (S17)

where PL = (1 � �5)/2, while ub, uq and ✏Z are the b- and q-quark spinors, and the Z boson polarization vector
respectively. From the unitarity of the CKM matrix we then obtain Mdiv = 0, giving an independent check on our
calculation. In general, all the mk-independent terms in the amplitude given vanishing contributions due to the CKM
unitarity. We impose this condition before the numerical evaluation. [JZ: Why do we need to impose this?][MT: it is
better to impose this condition before running LoopTools so to avoid numerical fluctuations] [JZ: But then you have
one check less, can we say that you checked that mk independent pieces cancel?] Finally, we obtain

�(Z ! bs̄) = (5.18 ± 0.12) ⇥ 10�8 GeV , �(Z ! bd̄) = (2.28 ± 0.06) ⇥ 10�9 GeV . (S18)

The quoted theoretical uncertainties reflect only the uncertainties on the inputs, and are dominated by the errors
on |Vts| and |Vtd| CKM elements, which amount in both cases to a relative uncertainty, at the 1� level, of ⇠ 1%,
where for simplicity we have symmetrized the uncertainty interval reported Table S6. The latter translates in a ⇠ 2%
uncertainty on the Z ! bs̄ and Z ! bd̄ widths. Other inputs are known with a sub-percent or smaller level of
precision and thus we neglect them in the total error budget.

The second source of theoretical uncertainty are the higher order QCD corrections, which we estimate by using
the partial two-loop calculation of mixed QCD-EW diagrams from [50–52], and include them in the total uncertainty
budget. In general, we can write

�↵s(Z ! bq̄) =
mZ

12⇡

h
g
2

V bq (1 ± (RV + 2cV )) + g
2

Abq (1 ± (RA + 2cA))
i

+ . . . , (S19)

where the dots indicate O(↵2

s) corrections that we neglect. The vector and axial couplings, gV (A)bq, can be extracted
from the full one-loop calculation. The radiators RV (A) represent the corrections from the sum of virtual and real
(emitted) gluons attached to the external quark legs, see the middle and right diagrams in Fig. S4. At the order we
are working, these corrections are, in the MS scheme, RV = RA ' ↵s(mZ)/⇡ ⇠ 3.7 ⇥ 10�2 [50, 51]. The coefficients
cV (A) in (S19) indicate the leading two-loop gluon correction, see the left diagram in Fig. S4. Using the results from
Ref. [52] we get (again in the MS scheme), cV = cA = �↵s(mt) ⇠ �0.1. The factor of 2 in (S19) takes into account
that this is a correction on the coupling, while the decay width is proportional to

g
2

V (A)bq !
⇥
gAbq(1 + cV (A))

⇤2 ' g
2

V (A)bq

�
1 + 2cV (A) + O(↵2

s)
�

. (S20)

The sum of the two contributions gives (RA,V + 2cA,V ) ' 0.17. The latter largely dominates over the uncertainty on
the CKM elements, thus our estimate for the total relative error is ⇠ 17%, leading to

�(Z ! bs̄) = (5.18 ± 0.88) ⇥ 10�8 GeV , �(Z ! bd̄) = (2.28 ± 0.39) ⇥ 10�9 GeV . (S21)

Using the value of the total Z width [53], �Z = 2.4952±0.0023 GeV, this then translates to the following predictions
for the B(Z ! bq) ⌘ B(Z ! bq̄) + B(Z ! b̄q) branching ratios, [JZ: Reduced to two significant digits. Should we do
this also for intermediate results?]

B(Z ! bs) = (4.2 ± 0.7) ⇥ 10�8
, B(Z ! bd) = (1.8 ± 0.3) ⇥ 10�9

. (S22)
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FIG. S4. Leading two-loop QCD corrections to the Z ! bq̄ process.

We can repeat the above procedure for the calculation of the h ! bq̄ decay widths. A representative one loop
diagram is shown in Fig. S3 right. To obtain the correct chirality, we need at least two mass insertions, indicated
with a cross in Fig. S3, one of which will be on the external quark legs. Thus we expect the dominant contribution to
the h ! bq̄ amplitude to be suppressed by a yb factor with respect to the Z case, eq. (S15), where yb is the bottom
quark Yukawa coupling. The NDA estimate for the decay amplitude is

MNDA(h ! bq̄) ⇠ g
2
y
2

t ybmh
VtbV

⇤
tq

(4⇡)2
, (S23)

and the widths

�NDA(h ! bs̄) ' 2 ⇥ 10�11 GeV , �NDA(h ! bd̄) ' 8.7 ⇥ 10�13 GeV . (S24)

Using the same FeynArts+ FeynCalc+LoopTools pipeline as for the Z ! bq decays above, along with the numerical
inputs in Table S6, obtained (with top and b-quark masses evaluated at µ = mh), gives

�(h ! bs̄) = (5.49 ± 0.93) ⇥ 10�10 GeV , �(h ! bd̄) = (2.39 ± 0.41) ⇥ 10�11 GeV . (S25)

where as a rough guidance we assigned the same ⇠ 17% uncertainty due to the missing higher radiative corrections
that we obtained for the Z ! bq decays. Dividing by the SM prediction for the Higgs width, �h = 4.12 ± 0.06
MeV [][MT: cite Higgs WG?], then gives the SM predictions for the , B(Z ! bq) ⌘ B(Z ! bq̄)+B(Z ! b̄q) branching
ratios [JZ: Since we are guessing two loops, I reduced the number of quoted digits]

B(h ! bs̄) = (2.7 ± 0.5) ⇥ 10�7
, B(h ! bd̄) = (1.2 ± 0.2) ⇥ 10�9

. (S26)

S5. ADDITIONAL DETAILS ON THE BSM MODELS

Here we give further details on the indirect constraints on the FCNC couplings of the Z boson and the Higgs to
the b and s quarks (and c and u quarks), Eq. (3). We show three different examples of new physics effects. In section
S5 A we show the constraints on the Z � bs couplings from low energy observables, assuming that this is the dominant
new physics effect. The same results for the h � bs couplings, for which the only low energy constraints are due to
Bs � B̄s mixing, were already shown in the main text, cf. Fig. 4 (bottom). We also show constraints for two UV
complete new physics models, in section S5 B for the SM extended by a set of vector-like quarks, and in section S5 C
for the type III two Higgs doublet model (2HDM) with a particular flavor violating structure of Yukawas.

A. Indirect bounds on FCNC Z couplings

[JZ: Add the bounds on Z�cu couplings] The bs couplings to the Z boson, g
L,R
sb , Eq. (3), result in a shift in a number

of low-energy observables, such as the Bs � B̄s mass splitting and the phase, the branching ratio of Bs ! �µ
+
µ
�,

the angular observable P
0
5
, etc. Integrating out the Z give a nonstandard contribution to the �B = �S = 1 weak

effective Hamiltonian,

�HWET =
4GFp

2

↵em

4⇡
V

⇤
tbVts

X

`

✓
C9O9 + C

0
9
O0

9
+ C10O10 + C

0
10

O0
10

+ C⌫O⌫ + C
0
⌫O0

⌫ + . . .

◆
, (S27)

13

param. value param. value param value
|Vtb| 0.999142+0.000018

�0.000023 |Vts| 0.04065+0.00040
�0.00055 |Vtd| 0.008519+0.000075

�0.000146

mt(mZ) 171.512± 0.329GeV mt(mh) 167.036± 0.315GeV
mb(mZ) 2.871± 0.024GeV mb(mh) 2.796± 0.024GeV

mZ 91.1876± 0.0021GeV mW 80.377± 0.012GeV mh 125.25± 0.17GeV
↵
�1(mZ) 127.955± 0.009 ↵

�1(mh) 127.506± 0.009 s
2
W (mZ) 0.23122± 0.00004

↵s(mZ) 0.1179± 0.0009 ↵s(mh) 0.1126± 0.0008 ↵s(mt) 0.1076± 0.0007

TABLE S6. The numerical inputs used for the SM prediction of Z/h ! bq̄ decay widths. The mt and mb masses are given in
the MS scheme for two values of µ.
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FIG. S4. Representative one-loop diagrams for the Z ! qq̄
0 (left) and h ! qq̄

0 (right) decays. The crosses indicate mass
insertions.

where g is the SU(2)L gauge coupling, sW = sin(✓W ) and cW = cos(✓W ) are the sine and cosine of the weak mixing
angle respectively, while Vij are the CKM matrix element entering the ui�dj �W vertex. The corresponding estimates
for the partial decay widths are

�NDA(Z ! bs̄) ' 9.2 ⇥ 10�9 GeV , �NDA(Z ! bd̄) ' 4.0 ⇥ 10�10 GeV . (S16)

As we will see, these are good approximations to the exact result, given below.
We perform the calculation of the one-loop decay amplitude by first generating the one loop Z ! bq̄ diagrams

using FeynArts [44], and then evaluating the amplitudes using FeynCalc [45–47], including the reduction of the
loop integrals to the Passarino-Veltmann (PaVe) functions. Finally, we use LoopTools [48] to perform the numerical
evaluation of the full amplitude. We have also evaluated the PaVe analytically using the Package-X [49]. Isolating
the 1/✏ divergent term, this is of the form

Mdiv /
X

k=u,c,t

VkbV
⇤
kq

�
ūb/✏ZPLuq

�
, (S17)

where PL = (1 � �5)/2, while ub, uq and ✏Z are the b- and q-quark spinors, and the Z boson polarization vector
respectively. From the unitarity of the CKM matrix we then obtain Mdiv = 0, giving an independent check on our
calculation. In general, all the mk-independent terms in the amplitude give vanishing contributions due to the CKM
unitarity; we check independently that each of these pieces cancel. Finally, we obtain

�(Z ! bs̄) = (5.18 ± 0.12) ⇥ 10�8 GeV , �(Z ! bd̄) = (2.28 ± 0.06) ⇥ 10�9 GeV . (S18)

The quoted theoretical uncertainties reflect only the uncertainties on the inputs, and are dominated by the errors
on |Vts| and |Vtd| CKM elements, which amount in both cases to a relative uncertainty, at the 1� level, of ⇠ 1%,
where for simplicity we have symmetrized the uncertainty interval reported in Table S6. The latter translates in a
⇠ 2% uncertainty on the Z ! bs̄ and Z ! bd̄ widths. Other inputs are known with a sub-percent or smaller level of
precision and thus we neglect them in the total error budget.

The second source of theoretical uncertainty are the higher order QCD corrections, which we estimate by using
the partial two-loop calculation of mixed QCD-EW diagrams from [50–52], and include them in the total uncertainty
budget. In general, we can write

�↵s(Z ! bq̄) =
mZ

12⇡

h
g
2

V bq (1 ± (RV + 2cV )) + g
2

Abq (1 ± (RA + 2cA))
i

+ . . . , (S19)

12

(TPR, FPR,�✏
↵
�/✏

↵
� ) �

+
µ for µtrue = 1 Discov. signif. (in �) B(Z ! bs) (95% CL)

(0.4, 10�4, 1%) 0.40(stat.)+32(syst.) 0.032 1.8⇥ 10�6

(0.4, 10�4, 0.1%) 0.40(stat.)+3.2(syst.) 0.32 1.8⇥ 10�7

(0.2, 10�5, 1%) 0.36(stat.)+6.3 (syst.) 0.16 4.2⇥ 10�7

(0.2, 10�5, 0.1%) 0.36(stat.)+0.63 (syst.) 1.4 4.2⇥ 10�8

TABLE S5. Examples of possible tagger choices with their uncertainties and the corresponding measurement uncertainty,
discovery significance and 95% upper limits for Z ! bs.
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FIG. S3. Expected 95% CL upper bounds on B(Z ! cu) as a function of the c-tagger efficiencies. Solid (dashed) lines and
colors are with default (no) systematic uncertainties.

enough precision to impact the searches for beyond standard model physics.

D. The Z ! cu decays

The resulting 95% CL upper limits on B(Z ! cu) as a function of FPR and TPR are shown in Fig. S3 with
statistical uncertainties only. For a given FPR, TPR values the statistical only upper bounds on B(Z ! cu) are
almost identical than the ones for B(Z ! bq), Fig. ?? (left), because there is only one tagger applied and because
Z ! bb ⇠ Z ! cc, the backgrounds are almost identical .

S4. UPDATED CALCULATIONS OF THE Z/h FLAVOR CHANGING DECAY WIDTHS

[JZ: Need to add Z/h ! cu] The SM predictions for B(h ! bs, bd, cu) were presented in [37], and for B(Z ! bs, bd)
in [38–40] [MT: should check if anyone ever did Z ! cu]. Here, we repeat the calculations and update the numerical
predictions for the SM value of B(Z/h ! qq

0) ⌘ B(Z/h ! qq̄
0) + B(Z/h ! q̄q

0), with the results collected in Table I.
The numerical inputs are summarized in Table S6. The RG evolution in the SM is performed using the three-loop
�-functions [41, 42], in order to obtain the t and b quark masses at µ = mh, mZ . For the values of the CKM matrix
elements we use the results of the global fit from the CKMfitter collaboration [43] (the Moriond 2021 update).

The partial decay widths are, to the order we are working, given by

�(h/Z ! bq̄) = NC
|M̄(h/Z ! qq̄

0)|2
16⇡mh/Z

, (S14)

where mh(Z) is the mass of the Higgs (Z) boson, NC = 3 the number of colors, and |M̄(h/Z ! qq̄
0)|2 the spin-averaged

squared decay amplitude. In the SM, the h/Z ! qq̄
0 transitions occur at one-loop, through an up-type quark and W

boson exchange for qq
0 = bs, bd, while qq

0 = cu requires a down-type quark. A representative diagram for each decay
is shown in Fig. S4, where uk = u, c, t and dk = d, s, b for k = 1, 2, 3.

We first focus on the Z ! bq decays. Due to the GIM mechanism, the decay amplitude is proportional to
M / VkbV

⇤
kqm

2

uk
and is this dominated by the top quark contribution. Counting top mass as mt ⇠ mZ , gives the

following naive dimensional analysis estimate for the decay amplitude,

MNDA(Z ! bq̄) ⇠ g
3
mZ

VtbV
⇤
tq

(4⇡)2
, (S15)
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FIG. S5. Leading two-loop QCD corrections to the Z ! bq̄ process.

where the dots indicate O(↵2

s) corrections that we neglect. The vector and axial couplings, gV (A)bq, can be extracted
from the full one-loop calculation. The radiators RV (A) represent the corrections from the sum of virtual and real
(emitted) gluons attached to the external quark legs, see the middle and right diagrams in Fig. S5. At the order we
are working, these corrections are, in the MS scheme, RV = RA ' ↵s(mZ)/⇡ ⇠ 3.7 ⇥ 10�2 [50, 51]. The coefficients
cV (A) in (S19) indicate the leading two-loop gluon correction, see the left diagram in Fig. S5. Using the results from
Ref. [52] we get (again in the MS scheme), cV = cA = �↵s(mt) ⇠ �0.1. The factor of 2 in (S19) takes into account
that this is a correction on the coupling, while the decay width is proportional to

g
2

V (A)bq !
⇥
gAbq(1 + cV (A))

⇤2 ' g
2

V (A)bq

�
1 + 2cV (A) + O(↵2

s)
�

. (S20)

The sum of the two contributions gives (RA,V + 2cA,V ) ' 0.17. The latter largely dominates over the uncertainty on
the CKM elements, thus our estimate for the total relative error is ⇠ 17%, leading to

�(Z ! bs̄) = (5.2 ± 0.9) ⇥ 10�8 GeV , �(Z ! bd̄) = (2.3 ± 0.4) ⇥ 10�9 GeV . (S21)

Using the value of the total Z width [53], �Z = 2.4952±0.0023 GeV, this then translates to the following predictions
for the B(Z ! bq) ⌘ B(Z ! bq̄) + B(Z ! b̄q) branching ratios,

B(Z ! bs) = (4.2 ± 0.7) ⇥ 10�8
, B(Z ! bd) = (1.8 ± 0.3) ⇥ 10�9

. (S22)

We can repeat the above procedure for the calculation of the remaining decay widths. For the h ! bq̄ case, a
representative one loop diagram is shown in Fig. S4 right. To obtain the correct chirality, we need at least two mass
insertions, indicated with a cross in Fig. S4, one of which will be on the external quark legs. Thus we expect the
dominant contribution to the h ! bq̄ amplitude to be suppressed by a yb factor with respect to the Z case, eq. (S15),
where yb is the bottom quark Yukawa coupling. The NDA estimate for the decay amplitude is

MNDA(h ! bq̄) ⇠ g
2
y
2

t ybmh
VtbV

⇤
tq

(4⇡)2
, (S23)

and the widths

�NDA(h ! bs̄) ' 2 ⇥ 10�11 GeV , �NDA(h ! bd̄) ' 8.7 ⇥ 10�13 GeV . (S24)

Using the same FeynArts+ FeynCalc+LoopTools pipeline as for the Z ! bq decays above, along with the numerical
inputs in Table S6, obtained (with top and b-quark masses evaluated at µ = mh), gives

�(h ! bs̄) = (5.49 ± 0.93) ⇥ 10�10 GeV , �(h ! bd̄) = (2.39 ± 0.41) ⇥ 10�11 GeV . (S25)

where as a rough guidance we assigned the same ⇠ 17% uncertainty due to the missing higher radiative corrections
that we obtained for the Z ! bq decays. Dividing by the SM prediction for the Higgs width, �h = 4.12 ± 0.06
MeV [][MT: cite Higgs WG?], then gives the SM predictions for the , B(Z ! bq) ⌘ B(Z ! bq̄)+B(Z ! b̄q) branching
ratios [JZ: Since we are guessing two loops, I reduced the number of quoted digits]

B(h ! bs̄) = (2.7 ± 0.5) ⇥ 10�7
, B(h ! bd̄) = (1.2 ± 0.2) ⇥ 10�9

. (S26)

We move now to Z/h ! cu decays. In these cases, the SM process goes through down-type quarks in the loop,
thus we expect the amplitudes to be proportional to M /

P
k VckV

⇤
ukmdk , where the sum runs over k = d, s, b. The



• While FCNCs forbidden at tree-level in SM, they are generated at 1-
loop 

• BSM Z & Higgs FCNCs are induced in models of VL fermions, 
multi-Higgs models 

• Example: VL D-quark

Tagging on-shell FCNCs @ FCC-ee  

13

3

0.2 0.4 0.6 0.8
TPR

10�3

10�2

10�1

F
P

R

7
⇥

10
�

3

6
⇥

10
�

3

5
⇥

10
�

3

95% Upper limits on B(h ! bq)

Medium WP

4 ⇥ 10�3

5 ⇥ 10�3

6 ⇥ 10�3

7 ⇥ 10�3

8 ⇥ 10�3

St
at

.
on

ly

0.2 0.4 0.6 0.8
TPR

10�3

10�2

10�1

F
P

R

95% Upper limits on B(h ! bs)

10�3

2.5 ⇥ 10
�3

5 ⇥ 10
�3

10�3
2.5 ⇥ 10

�3

5 ⇥ 10
�3

1% Syst

Stat. only

Medium WP

10�3

3 ⇥ 10�3

5 ⇥ 10�3

7 ⇥ 10�3

9 ⇥ 10�3

1%
Sy

st

FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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FIG. 3. Expected 95% CL upper bound on B(Z ! bs) as a
function of TPR and FPR. Solid (dashed, dotted) lines and
colors are with default 1% (0.1%, no) systematic uncertain-
ties.

the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
within the vertexing resolution. To further improve on
✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6

(⇠ 10�7) when assuming systematics of 1% (rather ag-
gressive 0.1%), which is still well above the SM value of
B(Z ! bs) ' 4 ⇥ 10�8. We therefore conclude that for
Z ! bs decays it will be challenging to reach bounds on
B(Z ! bs) that are comparable to or even go beyond the
indirect constraints and probe in this way the parameter
space sensitive to new physics. [JZ: Add a sentence about
Z ! cu] We further quantify this statement below.

Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We
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the angular observable P
0
5
, etc. Integrating out the Z give a nonstandard contribution to the �B = �S = 1 weak

effective Hamiltonian,

�HWET =
4GFp

2

↵em

4⇡
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⇤
tbVts
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✓
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0
9
O0

9
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, (S30)

where

O(0)
9

=
�
s̄�µbL(R)

��
¯̀�µ

`
�
, O(0)

10
=

�
s̄�µbL(R)

��
¯̀�µ
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�
, O(0)

⌫ =
�
s̄�µbL(R)

��
⌫̄`�

µ(1 � �5)⌫`

�
, (S31)

and to the �B = 2 four-quark operators:

�H�F=2 = CV L(s̄�µbL)2 + CV R(s̄�µbR)2 + CV LR(s̄�µbL)(s̄�µbR) . (S32)

The ellipses in (S30) indicate operators that are less relevant for this analysis. The operators in (S32) are kept
dimensionful to align with the definitions in flavio. The Wilson coefficients are a sum of SM, C

SM

i , and NP
contributions, �Ci

Ci = C
SM

i + �Ci . (S33)

The couplings of the Z to the leptons are well measured, so that in our analysis can be taken to be SM like,
gZ``,vec = g

�
T

3

` � 2 Q`s
2

W

�
/(2cW ), gZ``,ax = �gT

3

` /(2cW ), where g = 2mW /v is the weak coupling constant, T
3

`
the weak isospin eigenvalue, Q` the charge of the lepton, and sW (cW ) the sine (cosine) of the weak mixing angle.
Integrating out the Z at tree level gives,

�C
(0)
9,`` = N g

L(R)

sb gZ``,vec ' 6.04 ⇥ 103gL(R)

sb , (S34)

�C
(0)
10,`` = N g

L(R)

sb gZ``,ax ' �5.67 ⇥ 104gL(R)

sb , (S35)

�C
(0)
⌫ = N g

L(R)

sb gZ⌫⌫ , (S36)

CV L =
(gL

sb)
2

2m
2

Z

, (S37)

CV R =
(gR

sb)
2

2m
2

Z

, (S38)

CV LR =
g

L
sbg

R
sb

m
2

Z

, (S39)

where N =
p

2⇡/
�
GF ↵emVtbV

⇤
tsm

2

Z

�
.

We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],

�Lint � y
ij
d q̄

i
LHd

j
R + y

ij
u q̄

i
LH̃u

j
R + y

i
D q̄

i
LHDR + MDD̄LDR + h.c. , (S40)

where y
ij
d,u are the SM Yukawa couplings, y

i
D are the Yukawa couplings to the vector-like quarks, and MD is the

vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,

LD
VLQ

� g

2cW
X

d
ij

�
d̄

i
�

µ
PLd

j
�
Zµ � X

d
ij

mj

v

�
d̄

i
PRd

j
�
h + h.c. , (S41)
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the angular observable P
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and to the �B = 2 four-quark operators:

�H�F=2 = CV L(s̄�µbL)2 + CV R(s̄�µbR)2 + CV LR(s̄�µbL)(s̄�µbR) . (S32)

The ellipses in (S30) indicate operators that are less relevant for this analysis. The operators in (S32) are kept
dimensionful to align with the definitions in flavio. The Wilson coefficients are a sum of SM, C

SM

i , and NP
contributions, �Ci

Ci = C
SM

i + �Ci . (S33)

The couplings of the Z to the leptons are well measured, so that in our analysis can be taken to be SM like,
gZ``,vec = g

�
T

3

` � 2 Q`s
2

W

�
/(2cW ), gZ``,ax = �gT

3

` /(2cW ), where g = 2mW /v is the weak coupling constant, T
3

`
the weak isospin eigenvalue, Q` the charge of the lepton, and sW (cW ) the sine (cosine) of the weak mixing angle.
Integrating out the Z at tree level gives,
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],

�Lint � y
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i
LHd

j
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i
LH̃u

j
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i
LHDR + MDD̄LDR + h.c. , (S40)

where y
ij
d,u are the SM Yukawa couplings, y

i
D are the Yukawa couplings to the vector-like quarks, and MD is the

vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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FIG. S7. Contours of the allowed parameter space, Eq. (S41), at 1�, 2�, 3� (from dark to light blue) in the SM extension with
either a down-type singlet vector-like quark (left) or a doublet vector-like quark (right).

where X
d
ij in general has nonzero both the diagonal and off-diagonal entries. Focusing on the bs couplings, this gives

for the couplings in the effective Lagrangian (3),

g
L
sb =

g

2cW

�
X

d
23

+ X
d⇤
32

�
, g

R
sb = 0, ysb = �X

d
23

mb/v, ybs = �X
d
32

ms/v (S42)

Figure S5 B (left) displays the results of the global fit to the low energy observables using flavio and smelli, for
the two scenarios with vector-like-quarks, Eqs. (S42) and (S45). Assuming real values of the couplings for simplicity,
the negative values of the sum X

D
sb + X

D
bs are favored byt the fit, since this particular combination enters the C9bsµµ

and C10bsµµ Wilson coefficient. The orthogonal direction of the parameter space is constrained by the Bs �B̄s mixing,
which receives contributions from both the tree level Higgs and Z exchanges.

Alternatively, one could extend the SM by a single generation of doublet vector-like quarks (QL, QR) with hyper-
charge 1/6. These can have Yukawa couplings of QL with both the right-handed SM up- and down-quarks. The
Lagrangian reads:

�LQ = y
ij
d q̄

i
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j
R + y

ij
u q̄

i
LH̃u

j
R + y

i
DQ̄LHd

i
R + y

i
U Q̄LH̃u

i
R + MQQ̄LQR + h.c. . (S43)

After mass diagonalization these then generate right-handed flavor-changing neutral currents in both up and down
sectors. Focusing on the down quark sector, the Lagrangian (S41) is replaced by [JZ: Why was the sign of X

d
ij changed

compared to (S41)?] [JZ: In Fig. S41 we call these couplings X
Q
ij ...]
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while the couplings in the effective Lagrangian (3) are now given by,

g
R
sb =
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2cW
(Xd

23
+ X

d⇤
32

), g
L
sb = 0, ysb = X

d
23
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d
32

ms/v . (S45)

[JZ: We need some discussion of the shape of constraints in Fig. S41 (right).]

C. Type III two Higgs doublet model

The second sample model we consider, is the type-III two-Higgs-doublet model [25]. Denoting the two Higgs fields
as H1,2, the most general form of the Yukawa couplings to the quarks is given by
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R . (S46)

We work in the Higgs basis, where only H1 has a nonzero vev, so that the two Higgs doublets are given by,

H1 =

 
G

+

1p
2

�
v + h1 + iG
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!
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. (S47)
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FIG. S7. Contours of the allowed parameter space, Eq. (S41), at 1�, 2�, 3� (from dark to light blue) in the SM extension with
either a down-type singlet vector-like quark (left) or a doublet vector-like quark (right).

where X
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ij in general has nonzero both the diagonal and off-diagonal entries. Focusing on the bs couplings, this gives

for the couplings in the effective Lagrangian (3),
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Figure S5 B (left) displays the results of the global fit to the low energy observables using flavio and smelli, for
the two scenarios with vector-like-quarks, Eqs. (S42) and (S45). Assuming real values of the couplings for simplicity,
the negative values of the sum X

D
sb + X

D
bs are favored byt the fit, since this particular combination enters the C9bsµµ

and C10bsµµ Wilson coefficient. The orthogonal direction of the parameter space is constrained by the Bs �B̄s mixing,
which receives contributions from both the tree level Higgs and Z exchanges.

Alternatively, one could extend the SM by a single generation of doublet vector-like quarks (QL, QR) with hyper-
charge 1/6. These can have Yukawa couplings of QL with both the right-handed SM up- and down-quarks. The
Lagrangian reads:
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After mass diagonalization these then generate right-handed flavor-changing neutral currents in both up and down
sectors. Focusing on the down quark sector, the Lagrangian (S41) is replaced by [JZ: Why was the sign of X
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compared to (S41)?] [JZ: In Fig. S41 we call these couplings X
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while the couplings in the effective Lagrangian (3) are now given by,
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[JZ: We need some discussion of the shape of constraints in Fig. S41 (right).]

C. Type III two Higgs doublet model

The second sample model we consider, is the type-III two-Higgs-doublet model [25]. Denoting the two Higgs fields
as H1,2, the most general form of the Yukawa couplings to the quarks is given by

L2HDM � �
p

2mi

v
�ijQ̄

i
H1d

j
R �

p
2 Y

d
ij Q̄

i
H2d

j
R �

p
2mi

v
�ijQ̄

i
H̃1u

j
R �

p
2 Y

u
ij Q̄

i
H̃2u

j
R . (S46)

We work in the Higgs basis, where only H1 has a nonzero vev, so that the two Higgs doublets are given by,
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FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
within the vertexing resolution. To further improve on
✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6

(⇠ 10�7) when assuming systematics of 1% (rather ag-
gressive 0.1%), which is still well above the SM value of
B(Z ! bs) ' 4 ⇥ 10�8. We therefore conclude that for
Z ! bs decays it will be challenging to reach bounds on
B(Z ! bs) that are comparable to or even go beyond the
indirect constraints and probe in this way the parameter
space sensitive to new physics. [JZ: Add a sentence about
Z ! cu] We further quantify this statement below.

Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We
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FIG. S7. Contours of the allowed parameter space, Eq. (S41), at 1�, 2�, 3� (from dark to light blue) in the SM extension with
either a down-type singlet vector-like quark (left) or a doublet vector-like quark (right).

where X
d
ij in general has nonzero both the diagonal and off-diagonal entries. Focusing on the bs couplings, this gives

for the couplings in the effective Lagrangian (3),

g
L
sb =

g

2cW

�
X

d
23

+ X
d⇤
32

�
, g

R
sb = 0, ysb = �X

d
23

mb/v, ybs = �X
d
32

ms/v (S42)

Figure S5 B (left) displays the results of the global fit to the low energy observables using flavio and smelli, for
the two scenarios with vector-like-quarks, Eqs. (S42) and (S45). Assuming real values of the couplings for simplicity,
the negative values of the sum X

D
sb + X

D
bs are favored byt the fit, since this particular combination enters the C9bsµµ

and C10bsµµ Wilson coefficient. The orthogonal direction of the parameter space is constrained by the Bs �B̄s mixing,
which receives contributions from both the tree level Higgs and Z exchanges.

Alternatively, one could extend the SM by a single generation of doublet vector-like quarks (QL, QR) with hyper-
charge 1/6. These can have Yukawa couplings of QL with both the right-handed SM up- and down-quarks. The
Lagrangian reads:

�LQ = y
ij
d q̄

i
LHd

j
R + y

ij
u q̄

i
LH̃u

j
R + y

i
DQ̄LHd

i
R + y

i
U Q̄LH̃u

i
R + MQQ̄LQR + h.c. . (S43)

After mass diagonalization these then generate right-handed flavor-changing neutral currents in both up and down
sectors. Focusing on the down quark sector, the Lagrangian (S41) is replaced by [JZ: Why was the sign of X

d
ij changed

compared to (S41)?] [JZ: In Fig. S41 we call these couplings X
Q
ij ...]

LQ
VLQ

� g

2cW
X

d
ij

�
d̄

i
�

µ
PRd

j
�
Zµ + X

d
ij

mj

v

�
d̄

i
PRd

j
�
h + h.c. , (S44)

while the couplings in the effective Lagrangian (3) are now given by,

g
R
sb =

g

2cW
(Xd

23
+ X

d⇤
32

), g
L
sb = 0, ysb = X

d
23

mb/v, ybs = X
d
32

ms/v . (S45)

[JZ: We need some discussion of the shape of constraints in Fig. S41 (right).]

C. Type III two Higgs doublet model

The second sample model we consider, is the type-III two-Higgs-doublet model [25]. Denoting the two Higgs fields
as H1,2, the most general form of the Yukawa couplings to the quarks is given by

L2HDM � �
p

2mi

v
�ijQ̄

i
H1d

j
R �

p
2 Y

d
ij Q̄

i
H2d

j
R �

p
2mi

v
�ijQ̄

i
H̃1u

j
R �

p
2 Y

u
ij Q̄

i
H̃2u

j
R . (S46)

We work in the Higgs basis, where only H1 has a nonzero vev, so that the two Higgs doublets are given by,

H1 =

 
G

+

1p
2

�
v + h1 + iG

0
�
!

, H2 =

 
H

+

1p
2

�
h2 + iA

�
!

. (S47)
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Here, G
0 and G

+ are the Goldstone bosons, and A the CP-odd heavy Higgs. The CP-even Higgs mass eigen-states
h, H are an admixture of h1 and h2,

✓
h1

h2

◆
=

✓
cos ↵ sin ↵

� sin ↵ cos ↵

◆✓
h

H

◆
. (S48)

Here h denotes the SM-like Higgs.
We work in the decoupling limit, with H and A much heavier than the h. Integrating the heavy modes, the low

energy effective Lagrangian is, after electroweak symmetry breaking, given by,

LYukawa � �
⇣

mi

v
�ij cos ↵ � Y

d
ij sin ↵

⌘
d̄LidRjh + h.c. + . . . , (S49)

with ellipses denoting the couplings of Higgs to the up-quark sector. Comparing (S49) to (3), the matching conditions
that arise are simply yij = Y

d
ij sin ↵. Integrating out the heavy scalars, gives the WET Lagrangian,

LWET � C2(s̄RbL)2 + C
0
2
(s̄LbR)2 + C4(s̄LbR)(s̄RbL), (S50)

where we focus on the bs couplings, i.e., we assume that the only flavor violating Yukawa couplings are [JZ: Cor-
rect?:]AK: yes Ybs and Ysb, while all the diagonal ones are taken to be Yii = y

SM

ii / tan ↵ AK: Defining the Lagrangian
like this, I think we have Y

d
ii = y

SM

ii / cos ↵ . The Wilson coefficients of the scalar operators are given by [29]
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�
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d⇤
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�2
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sin2
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m
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h

, (S51)

C
0
2

= �
�
Y

d
sb

�2

2

sin2
↵

m
2

h

, (S52)

C4 = �
�
Y

d⇤
bs Y

d
sb

� sin2
↵

m
2

h

. (S53)

[JZ: We need to say what we do with these. Do we feed into the flavio pipeline?]AK: Details added: We repeat the
same procedure as for the flavor-violating Z couplings, namely expressing the Wilson Coefficients in flavio in terms
of Y

d
ij and sin ↵, and building a likelihood for the comparison of our theoretical prediction with the current bounds

on Bs � B̄s mixing.
The off-diagonal Y

d
bs,sb also generate the h ! bs transitions, with the decay rate given by,

�(h ! bs) ' 3mh

8⇡
(|ysb|2 + |ybs|2), (S54)

which then gives for the h ! bs branching ratio,

B(h ! bs) =
�(h ! bs)

�(h ! bs) + (cos2 ↵)�SM

. (S55)

The h ! bs decay rate is constrained by the experimental bounds on the Higgs branching ratio to an undetermined
final state, B(h ! undet.) < 0.21 at 95 %CL [30]. Saturating it with h ! bs decays, and using that experimentally
sin ↵ ⌧ 1 from other decay channels, gives [JZ: Check]AK: Checked in Mathematica, correct

(|ysb|2 + |ybs|2)1/2
< 8.6 ⇥ 10�3

. (S56)

We have checked that for such relatively small Yukawa couplings the production cross-section is minimally affected,
and the obtained bound is internally consistent.

In Fig. ?? (bottom) we show the [JZ: finalize in the end:] these bounds together with the bounds coming from
Bs � B̄s mixing. For comparison, we plot also the mentioned projections on B(h ! bs).
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same procedure as for the flavor-violating Z couplings, namely expressing the Wilson Coefficients in flavio in terms
of Y

d
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which then gives for the h ! bs branching ratio,
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The h ! bs decay rate is constrained by the experimental bounds on the Higgs branching ratio to an undetermined
final state, B(h ! undet.) < 0.21 at 95 %CL [30]. Saturating it with h ! bs decays, and using that experimentally
sin ↵ ⌧ 1 from other decay channels, gives [JZ: Check]AK: Checked in Mathematica, correct

(|ysb|2 + |ybs|2)1/2
< 8.6 ⇥ 10�3

. (S56)

We have checked that for such relatively small Yukawa couplings the production cross-section is minimally affected,
and the obtained bound is internally consistent.

In Fig. ?? (bottom) we show the [JZ: finalize in the end:] these bounds together with the bounds coming from
Bs � B̄s mixing. For comparison, we plot also the mentioned projections on B(h ! bs).
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the angular observable P
0
5
, etc. Integrating out the Z give a nonstandard contribution to the �B = �S = 1 weak

effective Hamiltonian,

�HWET =
4GFp

2

↵em

4⇡
V

⇤
tbVts

X

`

✓
C9O9 + C

0
9
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9
+ C10O10 + C
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10

+ C⌫O⌫ + C
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⌫ + . . .

◆
, (S30)

where

O(0)
9

=
�
s̄�µbL(R)

��
¯̀�µ

`
�
, O(0)

10
=

�
s̄�µbL(R)

��
¯̀�µ

�5`
�
, O(0)

⌫ =
�
s̄�µbL(R)

��
⌫̄`�

µ(1 � �5)⌫`

�
, (S31)

and to the �B = 2 four-quark operators:

�H�F=2 = CV L(s̄�µbL)2 + CV R(s̄�µbR)2 + CV LR(s̄�µbL)(s̄�µbR) . (S32)

The ellipses in (S30) indicate operators that are less relevant for this analysis. The operators in (S32) are kept
dimensionful to align with the definitions in flavio. The Wilson coefficients are a sum of SM, C

SM

i , and NP
contributions, �Ci

Ci = C
SM

i + �Ci . (S33)

The couplings of the Z to the leptons are well measured, so that in our analysis can be taken to be SM like,
gZ``,vec = g

�
T

3

` � 2 Q`s
2

W

�
/(2cW ), gZ``,ax = �gT

3

` /(2cW ), where g = 2mW /v is the weak coupling constant, T
3

`
the weak isospin eigenvalue, Q` the charge of the lepton, and sW (cW ) the sine (cosine) of the weak mixing angle.
Integrating out the Z at tree level gives,
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],
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where y
ij
d,u are the SM Yukawa couplings, y
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D are the Yukawa couplings to the vector-like quarks, and MD is the

vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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and to the �B = 2 four-quark operators:
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],
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vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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and to the �B = 2 four-quark operators:

�H�F=2 = CV L(s̄�µbL)2 + CV R(s̄�µbR)2 + CV LR(s̄�µbL)(s̄�µbR) . (S32)

The ellipses in (S30) indicate operators that are less relevant for this analysis. The operators in (S32) are kept
dimensionful to align with the definitions in flavio. The Wilson coefficients are a sum of SM, C
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contributions, �Ci

Ci = C
SM

i + �Ci . (S33)

The couplings of the Z to the leptons are well measured, so that in our analysis can be taken to be SM like,
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],
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D are the Yukawa couplings to the vector-like quarks, and MD is the

vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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and to the �B = 2 four-quark operators:

�H�F=2 = CV L(s̄�µbL)2 + CV R(s̄�µbR)2 + CV LR(s̄�µbL)(s̄�µbR) . (S32)

The ellipses in (S30) indicate operators that are less relevant for this analysis. The operators in (S32) are kept
dimensionful to align with the definitions in flavio. The Wilson coefficients are a sum of SM, C
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],
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vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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and to the �B = 2 four-quark operators:
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The couplings of the Z to the leptons are well measured, so that in our analysis can be taken to be SM like,
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We perform a global fit to the low-energy observables, comparing the measurements to their theoretical predictions
(with and without the presence of new physics) by importing first the matching conditions (S34) and (S35) to flavio
[27], and then utilizing smelli [28] to construct the global likelihood. The RGE running of the operators down to
the scale µ ⇠ mb is performed via the wilson package [26]. The most stringent constraints on g

L
sb, g

R
sb couplings come

from the b ! s`
+
`
� transitions. The global fit gives the limits on g

L
sb, g

R
sb that are of the order 10�5, see Fig. ?? (top),

where nonzero negative values of g
L
sb are preferred at about the 3� level by the current experimental results. Note

also that the relation �C9`` = ��C10``, which would give an even better description of current data, is not possible to
obtain just by having nonzero Z � bs couplings (for the current status of different NP flavor scenarios in the global
b ! s`

+
`
� fits we refer to [54]).

B. Vector-like quarks

Next we turn to a concrete new physics model, where we add to the SM a single generation of vector-like singlet
down-type quarks, (DL, DR), which are singlets under SU(2)L and carry hypercharge �1/3. These have Yukawa
couplings to the SM quarks, see, e.g., [24],
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D are the Yukawa couplings to the vector-like quarks, and MD is the

vector-like quark mass. After EWSB, the down-type SM quarks and the vectorlike-quarks mix. Diagonalization of
the mass matrix leads to flavor-changing couplings of down quarks with the Z and the Higgs boson,
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FIG. S6. Limits on left-handed and right-handed FCNC couplings of Z to b and s quarks, gLbs, gRbs, from current low-energy
experiments, see Eq. (3) in the main text.
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where in the last expression we neglected terms proportional to yu. These amplitudes are, on absolute value, a factor
of O(106) smaller than the amplitudes for Z/h ! bs̄ decays, eqs. (S15) and (S23) respectively, hence these will result
in a ⇠ 1012 smaller decay widths. The full pipeline for the numerical evaluation leads to

B(Z ! cu) = (1.4 ± 0.2) ⇥ 10�18
, B(h ! cu) = (8.1 ± 1.4) ⇥ 10�20

, (S28)

where we assigned again the total 17% uncertainty [MT: could be different for bottom/strange loops]
[MT: I find a largely different result for B(h ! cu) than Ref. [37]. Starting from NDA, I get
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This is in agreement with the full numerical result I get from LoopTools, �LT = 1.7 ⇥ 10�22.
Ref. [37] reports as result B(h ! cu) = 5.3 ⇥ 10�15, which is 5-6 order of magnitude larger.
]

S5. ADDITIONAL DETAILS ON THE BSM MODELS

Here we give further details on the indirect constraints on the FCNC couplings of the Z boson and the Higgs to
the b and s quarks (and c and u quarks), Eq. (3). We show three different examples of new physics effects. In section
S5 A we show the constraints on the Z � bs couplings from low energy observables, assuming that this is the dominant
new physics effect. The same results for the h � bs couplings, for which the only low energy constraints are due to
Bs � B̄s mixing, were already shown in the main text, cf. Fig. 4 (top). We also show constraints for two UV complete
new physics models, in section S5 B for the SM extended by a set of vector-like quarks, and in section S5 C for the
type III two Higgs doublet model (2HDM) with a particular flavor violating structure of Yukawas.

A. Indirect bounds on FCNC Z couplings

[JZ: Add the bounds on Z�cu couplings] The bs couplings to the Z boson, g
L,R
sb , Eq. (3), result in a shift in a number

of low-energy observables, such as the Bs � B̄s mass splitting and the phase, the branching ratio of Bs ! �µ
+
µ
�,
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• Neutral meson oscillations
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Here, G
0 and G

+ are the Goldstone bosons, and A the CP-odd heavy Higgs. The CP-even Higgs mass eigen-states
h, H are an admixture of h1 and h2,

✓
h1

h2

◆
=

✓
cos ↵ sin ↵

� sin ↵ cos ↵

◆✓
h

H

◆
. (S48)

Here h denotes the SM-like Higgs.
We work in the decoupling limit, with H and A much heavier than the h. Integrating the heavy modes, the low

energy effective Lagrangian is, after electroweak symmetry breaking, given by,

LYukawa � �
⇣

mi

v
�ij cos ↵ � Y

d
ij sin ↵

⌘
d̄LidRjh + h.c. + . . . , (S49)

with ellipses denoting the couplings of Higgs to the up-quark sector. Comparing (S49) to (3), the matching conditions
that arise are simply yij = Y

d
ij sin ↵. Integrating out the heavy scalars, gives the WET Lagrangian,

LWET � C2(s̄RbL)2 + C
0
2
(s̄LbR)2 + C4(s̄LbR)(s̄RbL), (S50)

where we focus on the bs couplings, i.e., we assume that the only flavor violating Yukawa couplings are [JZ: Cor-
rect?:]AK: yes Ybs and Ysb, while all the diagonal ones are taken to be Yii = y

SM

ii / tan ↵ AK: Defining the Lagrangian
like this, I think we have Y

d
ii = y

SM

ii / cos ↵ . The Wilson coefficients of the scalar operators are given by [29]

C2 = �
�
Y

d⇤
bs

�2

2

sin2
↵

m
2

h

, (S51)

C
0
2

= �
�
Y

d
sb

�2

2

sin2
↵

m
2

h

, (S52)

C4 = �
�
Y

d⇤
bs Y

d
sb

� sin2
↵

m
2

h

. (S53)

[JZ: We need to say what we do with these. Do we feed into the flavio pipeline?]AK: Details added: We repeat the
same procedure as for the flavor-violating Z couplings, namely expressing the Wilson Coefficients in flavio in terms
of Y

d
ij and sin ↵, and building a likelihood for the comparison of our theoretical prediction with the current bounds

on Bs � B̄s mixing.
The off-diagonal Y

d
bs,sb also generate the h ! bs transitions, with the decay rate given by,

�(h ! bs) ' 3mh

8⇡
(|ysb|2 + |ybs|2), (S54)

which then gives for the h ! bs branching ratio,

B(h ! bs) =
�(h ! bs)

�(h ! bs) + (cos2 ↵)�SM

. (S55)

The h ! bs decay rate is constrained by the experimental bounds on the Higgs branching ratio to an undetermined
final state, B(h ! undet.) < 0.21 at 95 %CL [30]. Saturating it with h ! bs decays, and using that experimentally
sin ↵ ⌧ 1 from other decay channels, gives [JZ: Check]AK: Checked in Mathematica, correct

(|ysb|2 + |ybs|2)1/2
< 8.6 ⇥ 10�3

. (S56)

We have checked that for such relatively small Yukawa couplings the production cross-section is minimally affected,
and the obtained bound is internally consistent.

In Fig. ?? (bottom) we show the [JZ: finalize in the end:] these bounds together with the bounds coming from
Bs � B̄s mixing. For comparison, we plot also the mentioned projections on B(h ! bs).
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• Main strategy: apply orthogonal b/s or c/u taggers 
• Categorize events by # of jets 
• construct explicit probabilistic model for events                 

(example with only b-tags) 

• infer the rate through tractable likelihood maximization (profiling)
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Flavor violating Higgs and Z decays at the FCC-ee
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[JZ: To be fine tuned:]The advances in b, c, and s quark tagging allow for Frontier Circular
Collider (FCC) to place phenomenologically relevant bounds on flavor violating Z and Higgs decays
to quarks. We assess the reach for Z ! bs, cu and h ! bs, cu decays. We also update the SM
predictions and the indirect constraints for the flavor violating Z and Higgs decays.

Introduction. Flavor Changing Neutral Currents
(FCNCs) are forbidden at tree level in the Standard
Model (SM), and are as such ideal to search for effects of
beyond the SM physics. Most of the FCNC observables
are accessible at experiments that are done at relatively
low energies, but with large statistics. The list of such ob-
servables is very long, and involves both quarks and lep-
tons. The classic examples are B(µ ! e�), µ ! e conver-
sion rate, B(s) � B̄(s), or K � K̄ mixing, B(Bs ! µ

+
µ
�),

and many more (for reviews see, e.g., [1–5]).
The situation is different for high energy FCNC ob-

servables, where the list is rather short and almost always
involves leptons. Examples are B(h ! ``

0), B(Z ! ``
0)

and �(pp ! ``
0). The exception to this rule are the de-

cays of top quarks, where t ! ch, cg, . . . , can also be
probed in the high energy collisions, see, e.g., [6–13].

In this manuscript we show that, somewhat surpris-
ingly, the on-shell FCNC decays of the Higgs, B(h !
bs) ⌘ B(h ! b̄s + bs̄) and B(h ! cu) ⌘ B(h ! c̄u + cū),
can be added to the list of phenomenologically interesting
high energy FCNC observables, since it can be probed at
a phenomenologically interesting level at a future lepton
collider, such as the FCC-ee [14]. As we show in the main
part of the manuscript, FCC-ee is projected to have a sen-
sitivity to B(h ! bs) and B(h ! cu) below the indirect
bounds from Bs � B̄s and D � D̄ mixing, cf. Table I, and
we expect similar sensitivities to apply also to CEPC [15].
The main reasons for these significant improvements are:
i) the expected advances in the b-, c� and strange-jet
tagging, ii) the analysis technique that we advocate for
below, which results in excellent sensitivity to the FCNC
transitions, and iii) the relatively clean environment of
e
+
e
� collisions. The same approach can also be applied

to B(Z ! bs), however, the phenomenologically inter-
esting branching ratios are well below the floor set by
systematic uncertainties in the taggers.

Accessing the flavor violating transitions. An
analysis strategy that has been successfully applied to
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‡ manuelsz24@gmail.com
§ michele.tammaro@ijs.si
¶ zupanje@ucmail.uc.edu

h ! cc̄ decays [16], as well as to flavor violating top de-
cays [17, 18], is to distribute events into different event
types according to how many flavor tagged and anti-
tagged jets they contain. In particular, the inclusion of
information about events with light jets was shown to
lead to significant improvement in sensitivity to Vts [17].

Here, we modify the approach of Ref. [17] and apply
it to the case of h ! bs, cu and Z ! bs, cu decays. For
notational expediency we focus first on just the bs final
state, and then extend these results to the analysis of cu

decays. In both h ! bs and Z ! bs decays there are two
jets in the final state — in e

+
e
� ! hZ(h ! bs, Z !

ee, µµ) there are also two isolated leptons, while the
e
+
e
� ! Z ! bs events only have two jets. Applying the

b- and s-taggers to the two jets, the events are distributed
in (nb, ns) 2 {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2)} bins,
where nb(s) denotes the number of b(s)-tagged jets in the
event. The b- and s-taggers need to be orthogonal to
ensure no event populates two different (nb, ns) bins and
is double-counted. We denote the tagger efficiencies as
✏
b
� and ✏

s
� , where � = {l, s, c, b} denotes the flavor of the

initial parton (l = u, d for Z and l = g for h).
The expected number of events in the bin (nb, ns) is

given by,

N̄(nb,ns)
=

X

f

p(nb, ns|f, ⌫)N̄f (⌫) , (1)

where the summation is over the relevant decay chan-
nels, f = {uū + dd̄, ss̄, cc̄, bb̄, bs} for the Z and f =
{gg, ss̄, cc̄, bb̄, bs} for the h. The expect number of events
in each decay channel is given by

N̄f = B(Z/h ! f)NZ/hA , (2)

where B(Z/h ! f) are the corresponding branching frac-
tions, NZ/h are the number of Z and h bosons expected
to be produced during the FCC-ee run, while A is the de-
tector acceptance, which we assume for simplicity to be
the same for all the decay channels. In writing down (1)
we have neglected the sub-dominant backgrounds [MT:
is is true?]: the ⌧

+
⌧
� for Z ! bs and the Drell-Yan,

WW, ZZ, qq̄ for h ! bs.
The probability distribution p(nb, ns|f, ⌫) for a given

event to end up in the (nb, ns) bin depends on a num-
ber of nuisance parameters, ⌫ = {B(h ! f), B(Z !
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cays [17, 18], is to distribute events into different event
types according to how many flavor tagged and anti-
tagged jets they contain. In particular, the inclusion of
information about events with light jets was shown to
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Here, we modify the approach of Ref. [17] and apply
it to the case of h ! bs, cu and Z ! bs, cu decays. For
notational expediency we focus first on just the bs final
state, and then extend these results to the analysis of cu

decays. In both h ! bs and Z ! bs decays there are two
jets in the final state — in e

+
e
� ! hZ(h ! bs, Z !

ee, µµ) there are also two isolated leptons, while the
e
+
e
� ! Z ! bs events only have two jets. Applying the

b- and s-taggers to the two jets, the events are distributed
in (nb, ns) 2 {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2)} bins,
where nb(s) denotes the number of b(s)-tagged jets in the
event. The b- and s-taggers need to be orthogonal to
ensure no event populates two different (nb, ns) bins and
is double-counted. We denote the tagger efficiencies as
✏
b
� and ✏

s
� , where � = {l, s, c, b} denotes the flavor of the

initial parton (l = u, d for Z and l = g for h).
The expected number of events in the bin (nb, ns) is

given by,

N̄(nb,ns)
=

X

f

p(nb, ns|f, ⌫)N̄f (⌫) , (1)

where the summation is over the relevant decay chan-
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where B(Z/h ! f) are the corresponding branching frac-
tions, NZ/h are the number of Z and h bosons expected
to be produced during the FCC-ee run, while A is the de-
tector acceptance, which we assume for simplicity to be
the same for all the decay channels. In writing down (1)
we have neglected the sub-dominant backgrounds [MT:
is is true?]: the ⌧
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event to end up in the (nb, ns) bin depends on a num-
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Nuisance Param. Nominal Value Rel. uncert. (%)
B(h ! gg) 1.4% 1.2
B(h ! ss) 0.024% 160
B(h ! cc) 2.9% 2.8
B(h ! bb) 56% 0.4

✏
↵
� See text 1.0

Nh 6.7⇥ 105 5⇥ 10�1

A 0.70 10�1

TABLE S1. Nuisance parameters and their relative uncertainties, entering the h ! bs sensitivity estimation.

✏
b
� ✏

s
� B(h ! bs) (95% CL)

✏
b
�;Loose ✏

s
�;Loose 1.3⇥ 10�3

✏
b
�;Loose ✏

s
�;Med 9.6⇥ 10�4

✏
b
�;Med ✏

s
�;Loose 1.4⇥ 10�3

✏
b
�;Med ✏

s
�;Med 1.0⇥ 10�3

TABLE S2. Several examples of possible tagger working point choices, where ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

b
�;Med =

{0.007, 0.0001, 0.003, 0.80}, ✏s�;Loose = {0.20, 0.90, 0.10, 0.01}, ✏s�;Med = {0.09, 0.80, 0.06, 0.004}, with the label running over
� = {g, s, c, b}. The last column in the table gives the resulting 95% CL upper limits on B(h ! bs). All tagging efficiencies are
assumed to have a relative systematic uncertainty of 1%.

conserving branching ratios are taken to be the quoted central values and statistical uncertainties on the signal
strength from the preliminary projections of the FCC-ee fits in the Z(! ⌫⌫̄)h mode [35], which are consistent with
Ref. [33]. We verified that increasing the uncertainties on the branching ratios by one order of magnitude will not
impact significantly the performance of the analysis. The leading uncertainties are the systematic uncertainties on
the tagger efficiencies. We set these to 1% relative uncertainty across all the taggers, which we anticipate to be
realistically achievable for the b- and s-taggers at the FCC-ee.

In the main part of the manuscript we showed the results for the true positive rate (TPR) ✏
b
b = ✏

s
s and the false

positive rate (FPR), ✏
b
gsc = ✏

s
gcb. This parameterization assumes that the two sets of probabilities are the same for both

taggers as well as, perhaps more importantly, that the mistag probabilities are the same for every type of jet. This is
almost certainly not the case for the actual taggers that will be used, since most taggers have quite different behaviors
in the case of heavy and light jets. However, we can interpret any (TPR, FPR) choice as a conservative choice
where all mistags are the same as the least stringent of the ones achievable for the individual cases, ✏

b
g, ✏

b
s, ✏

b
c, ✏

s
g, ✏

s
c, ✏

s
b.

Another factor that encourages us to take this approximation is that because gg (or uu+ dd for Z) and cc final states
require two misidentifications in order to populate the signal dominated region, their contributions will be strongly
suppressed both with respect to the signal and with respect to the two main backgrounds, ss and bb. In this sense,
FPR can be thought of as representing mostly choice for ✏

b
s and ✏

s
b values (taken in most of the analyses to be also

the same).
In Table S2 we list instead the 95% CL upper limits on B(h ! bs), which were obtained for two realistic working

points for the b- and s-taggers, introduced in Refs. [20, 21],

Loose : ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

s
�;Loose = {0.20, 0.90, 0.10, 0.01}, (S9)

Medium : ✏
b
�;Med

= {0.007, 0.0001, 0.003, 0.80}, ✏
s
�;Med

= {0.09, 0.80, 0.06, 0.004}, (S10)

where the label runs over � = {g, s, c, b}. The best performance is achieved by combining the Loose b-tagger and
Medium s-tagger, although all performances are very similar. This projected limit on B(h ! bs) does not take into
account other backgrounds such as Drell-Yan, WW, ZZ, qq̄, which we expect to be subleading, and should not affect
significantly the projected reach. The projected FCC-ee sensitivity to h ! bs decays is competitive with indirect
measurements and represents a complementary direct probe, as we discuss in the main text.

B. The h ! cu decays

A similar analysis can be performed for the FCC-ee sensitivity to B(h ! cu). Due to the difficulties in implementing
a “u-tagger”, we consider the case where only a c-tagger is applied (similar to the B(h ! bq) case shown in the top
row in Fig. 2). We parameterize the c-tagger in terms of the TPR, ✏

c
c, and a common FPR for all the other initial

partons. We consider a c-tagger with four parameter ✏
c
g, ✏

c
uds, ✏

c
c, ✏

c
b. The number of nuisance parameters will thus be

g        s        c       b 
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FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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FIG. 3. Expected 95% CL upper bound on B(Z ! bs) as a
function of TPR and FPR. Solid (dashed, dotted) lines and
colors are with default 1% (0.1%, no) systematic uncertain-
ties.

the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
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✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6
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space sensitive to new physics. [JZ: Add a sentence about
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Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We
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[JZ: To be fine tuned:]The advances in b, c, and s quark tagging allow for Frontier Circular
Collider (FCC) to place phenomenologically relevant bounds on flavor violating Z and Higgs decays
to quarks. We assess the reach for Z ! bs, cu and h ! bs, cu decays. We also update the SM
predictions and the indirect constraints for the flavor violating Z and Higgs decays.

Introduction. Flavor Changing Neutral Currents
(FCNCs) are forbidden at tree level in the Standard
Model (SM), and are as such ideal to search for effects of
beyond the SM physics. Most of the FCNC observables
are accessible at experiments that are done at relatively
low energies, but with large statistics. The list of such ob-
servables is very long, and involves both quarks and lep-
tons. The classic examples are B(µ ! e�), µ ! e conver-
sion rate, B(s) � B̄(s), or K � K̄ mixing, B(Bs ! µ

+
µ
�),

and many more (for reviews see, e.g., [1–5]).
The situation is different for high energy FCNC ob-

servables, where the list is rather short and almost always
involves leptons. Examples are B(h ! ``

0), B(Z ! ``
0)

and �(pp ! ``
0). The exception to this rule are the de-

cays of top quarks, where t ! ch, cg, . . . , can also be
probed in the high energy collisions, see, e.g., [6–13].

In this manuscript we show that, somewhat surpris-
ingly, the on-shell FCNC decays of the Higgs, B(h !
bs) ⌘ B(h ! b̄s + bs̄) and B(h ! cu) ⌘ B(h ! c̄u + cū),
can be added to the list of phenomenologically interesting
high energy FCNC observables, since it can be probed at
a phenomenologically interesting level at a future lepton
collider, such as the FCC-ee [14]. As we show in the main
part of the manuscript, FCC-ee is projected to have a sen-
sitivity to B(h ! bs) and B(h ! cu) below the indirect
bounds from Bs � B̄s and D � D̄ mixing, cf. Table I, and
we expect similar sensitivities to apply also to CEPC [15].
The main reasons for these significant improvements are:
i) the expected advances in the b-, c� and strange-jet
tagging, ii) the analysis technique that we advocate for
below, which results in excellent sensitivity to the FCNC
transitions, and iii) the relatively clean environment of
e
+
e
� collisions. The same approach can also be applied

to B(Z ! bs), however, the phenomenologically inter-
esting branching ratios are well below the floor set by
systematic uncertainties in the taggers.

Accessing the flavor violating transitions. An
analysis strategy that has been successfully applied to
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h ! cc̄ decays [16], as well as to flavor violating top de-
cays [17, 18], is to distribute events into different event
types according to how many flavor tagged and anti-
tagged jets they contain. In particular, the inclusion of
information about events with light jets was shown to
lead to significant improvement in sensitivity to Vts [17].

Here, we modify the approach of Ref. [17] and apply
it to the case of h ! bs, cu and Z ! bs, cu decays. For
notational expediency we focus first on just the bs final
state, and then extend these results to the analysis of cu

decays. In both h ! bs and Z ! bs decays there are two
jets in the final state — in e

+
e
� ! hZ(h ! bs, Z !

ee, µµ) there are also two isolated leptons, while the
e
+
e
� ! Z ! bs events only have two jets. Applying the

b- and s-taggers to the two jets, the events are distributed
in (nb, ns) 2 {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2)} bins,
where nb(s) denotes the number of b(s)-tagged jets in the
event. The b- and s-taggers need to be orthogonal to
ensure no event populates two different (nb, ns) bins and
is double-counted. We denote the tagger efficiencies as
✏
b
� and ✏

s
� , where � = {l, s, c, b} denotes the flavor of the

initial parton (l = u, d for Z and l = g for h).
The expected number of events in the bin (nb, ns) is

given by,

N̄(nb,ns)
=

X

f

p(nb, ns|f, ⌫)N̄f (⌫) , (1)

where the summation is over the relevant decay chan-
nels, f = {uū + dd̄, ss̄, cc̄, bb̄, bs} for the Z and f =
{gg, ss̄, cc̄, bb̄, bs} for the h. The expect number of events
in each decay channel is given by

N̄f = B(Z/h ! f)NZ/hA , (2)

where B(Z/h ! f) are the corresponding branching frac-
tions, NZ/h are the number of Z and h bosons expected
to be produced during the FCC-ee run, while A is the de-
tector acceptance, which we assume for simplicity to be
the same for all the decay channels. In writing down (1)
we have neglected the sub-dominant backgrounds [MT:
is is true?]: the ⌧

+
⌧
� for Z ! bs and the Drell-Yan,

WW, ZZ, qq̄ for h ! bs.
The probability distribution p(nb, ns|f, ⌫) for a given

event to end up in the (nb, ns) bin depends on a num-
ber of nuisance parameters, ⌫ = {B(h ! f), B(Z !
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cays [17, 18], is to distribute events into different event
types according to how many flavor tagged and anti-
tagged jets they contain. In particular, the inclusion of
information about events with light jets was shown to
lead to significant improvement in sensitivity to Vts [17].

Here, we modify the approach of Ref. [17] and apply
it to the case of h ! bs, cu and Z ! bs, cu decays. For
notational expediency we focus first on just the bs final
state, and then extend these results to the analysis of cu
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where nb(s) denotes the number of b(s)-tagged jets in the
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is double-counted. We denote the tagger efficiencies as
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� , where � = {l, s, c, b} denotes the flavor of the

initial parton (l = u, d for Z and l = g for h).
The expected number of events in the bin (nb, ns) is

given by,

N̄(nb,ns)
=

X

f

p(nb, ns|f, ⌫)N̄f (⌫) , (1)

where the summation is over the relevant decay chan-
nels, f = {uū + dd̄, ss̄, cc̄, bb̄, bs} for the Z and f =
{gg, ss̄, cc̄, bb̄, bs} for the h. The expect number of events
in each decay channel is given by

N̄f = B(Z/h ! f)NZ/hA , (2)

where B(Z/h ! f) are the corresponding branching frac-
tions, NZ/h are the number of Z and h bosons expected
to be produced during the FCC-ee run, while A is the de-
tector acceptance, which we assume for simplicity to be
the same for all the decay channels. In writing down (1)
we have neglected the sub-dominant backgrounds [MT:
is is true?]: the ⌧

+
⌧
� for Z ! bs and the Drell-Yan,

WW, ZZ, qq̄ for h ! bs.
The probability distribution p(nb, ns|f, ⌫) for a given

event to end up in the (nb, ns) bin depends on a num-
ber of nuisance parameters, ⌫ = {B(h ! f), B(Z !
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Nuisance Param. Nominal Value Rel. uncert. (%)
B(h ! gg) 1.4% 1.2
B(h ! ss) 0.024% 160
B(h ! cc) 2.9% 2.8
B(h ! bb) 56% 0.4

✏
↵
� See text 1.0

Nh 6.7⇥ 105 5⇥ 10�1

A 0.70 10�1

TABLE S1. Nuisance parameters and their relative uncertainties, entering the h ! bs sensitivity estimation.

✏
b
� ✏

s
� B(h ! bs) (95% CL)

✏
b
�;Loose ✏

s
�;Loose 1.3⇥ 10�3

✏
b
�;Loose ✏

s
�;Med 9.6⇥ 10�4

✏
b
�;Med ✏

s
�;Loose 1.4⇥ 10�3

✏
b
�;Med ✏

s
�;Med 1.0⇥ 10�3

TABLE S2. Several examples of possible tagger working point choices, where ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

b
�;Med =

{0.007, 0.0001, 0.003, 0.80}, ✏s�;Loose = {0.20, 0.90, 0.10, 0.01}, ✏s�;Med = {0.09, 0.80, 0.06, 0.004}, with the label running over
� = {g, s, c, b}. The last column in the table gives the resulting 95% CL upper limits on B(h ! bs). All tagging efficiencies are
assumed to have a relative systematic uncertainty of 1%.

conserving branching ratios are taken to be the quoted central values and statistical uncertainties on the signal
strength from the preliminary projections of the FCC-ee fits in the Z(! ⌫⌫̄)h mode [35], which are consistent with
Ref. [33]. We verified that increasing the uncertainties on the branching ratios by one order of magnitude will not
impact significantly the performance of the analysis. The leading uncertainties are the systematic uncertainties on
the tagger efficiencies. We set these to 1% relative uncertainty across all the taggers, which we anticipate to be
realistically achievable for the b- and s-taggers at the FCC-ee.

In the main part of the manuscript we showed the results for the true positive rate (TPR) ✏
b
b = ✏

s
s and the false

positive rate (FPR), ✏
b
gsc = ✏

s
gcb. This parameterization assumes that the two sets of probabilities are the same for both

taggers as well as, perhaps more importantly, that the mistag probabilities are the same for every type of jet. This is
almost certainly not the case for the actual taggers that will be used, since most taggers have quite different behaviors
in the case of heavy and light jets. However, we can interpret any (TPR, FPR) choice as a conservative choice
where all mistags are the same as the least stringent of the ones achievable for the individual cases, ✏

b
g, ✏

b
s, ✏

b
c, ✏

s
g, ✏

s
c, ✏

s
b.

Another factor that encourages us to take this approximation is that because gg (or uu+ dd for Z) and cc final states
require two misidentifications in order to populate the signal dominated region, their contributions will be strongly
suppressed both with respect to the signal and with respect to the two main backgrounds, ss and bb. In this sense,
FPR can be thought of as representing mostly choice for ✏

b
s and ✏

s
b values (taken in most of the analyses to be also

the same).
In Table S2 we list instead the 95% CL upper limits on B(h ! bs), which were obtained for two realistic working

points for the b- and s-taggers, introduced in Refs. [20, 21],

Loose : ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

s
�;Loose = {0.20, 0.90, 0.10, 0.01}, (S9)

Medium : ✏
b
�;Med

= {0.007, 0.0001, 0.003, 0.80}, ✏
s
�;Med

= {0.09, 0.80, 0.06, 0.004}, (S10)

where the label runs over � = {g, s, c, b}. The best performance is achieved by combining the Loose b-tagger and
Medium s-tagger, although all performances are very similar. This projected limit on B(h ! bs) does not take into
account other backgrounds such as Drell-Yan, WW, ZZ, qq̄, which we expect to be subleading, and should not affect
significantly the projected reach. The projected FCC-ee sensitivity to h ! bs decays is competitive with indirect
measurements and represents a complementary direct probe, as we discuss in the main text.

B. The h ! cu decays

A similar analysis can be performed for the FCC-ee sensitivity to B(h ! cu). Due to the difficulties in implementing
a “u-tagger”, we consider the case where only a c-tagger is applied (similar to the B(h ! bq) case shown in the top
row in Fig. 2). We parameterize the c-tagger in terms of the TPR, ✏

c
c, and a common FPR for all the other initial

partons. We consider a c-tagger with four parameter ✏
c
g, ✏

c
uds, ✏

c
c, ✏

c
b. The number of nuisance parameters will thus be

g        s        c       b 
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A similar analysis can be performed for the FCC-ee sensitivity to B(h ! cu). Due to the difficulties in implementing
a “u-tagger”, we consider the case where only a c-tagger is applied (similar to the B(h ! bq) case shown in the top
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c
uds, ✏

c
c, ✏

c
b. The number of nuisance parameters will thus be

2

Decay SM prediction exp. bound indir. constr.
B(h ! bs) (2.66± 0.48) · 10�7 ?
B(h ! bd) (1.17± 0.21) · 10�9 ?
B(h ! cu) (....) · 10�9 ?
B(Z ! bs) (4.16± 0.75) · 10�8 ?
B(Z ! bd) (1.83± 0.33) · 10�9 ?
B(Z ! cu) (...) · 10�9 ?

TABLE I. The SM predictions and current experimental up-
per bounds on hadronic FCNC decays of h and Z. [JZ: Who
is working on this?]

f
0), ✏↵

� , NZ/h, A}, which are varied within the uncer-
tainties in the numerical analysis, cf. Tables S1, S4.
We build a probabilistic model for p(nb, ns|f, ⌫), with
a graphical representation given in Fig. 1, and the de-
tails relegated to the supplementary material, sec. S1
(the rather lengthy explicit expression for p(nb, ns|f, ⌫)
is given in (S2)). The probability p(nb, ns|f, ⌫) depends
on the flavor of the initial Z/h ! f parton decay, where
f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for Z(h), since the tag-
ging efficiencies ✏

↵
� , ↵ = b, s, depend on the flavor of the

initial parton.
Experimentally, the value of B(Z/h ! bs) would be de-

termined by comparing the measured number of events
in each (nb, ns) bin, N(nb,ns)

, with the expected value
N̄(nb,ns)

. The highest sensitivity to B(Z/h ! bs) is
expected from the (nb, ns) = (1, 1) bin, however, keep-
ing also the (2, 0) and (0, 2) bins increases the overall
statistical power. In order to estimate the sensitivity
of FCC-ee to B(Z/h ! bs), as a proof of concept, we
can bypass the need for Monte Carlo simulations and
work within the Asimov approximation [19], both be-
cause of the simplicity of the study and especially due
to the high statistics environment. That is, we consider
an ideal dataset where the observed number of events
equals N

A
(nb,ns)

= N̄(nb,ns)
(B(Z/h ! bs)0, ⌫ = ⌫0), that

is, it equals to the expected number of events for the
nominal values of nuisance parameters and the input
value of B(Z/h ! bs)0. The expected upper bound on
B(Z/h ! bs)0 is then obtained from a maximum likeli-
hood, allowing nuisance parameters to float, see sec. S2
in supplemental material for further details.

Expected reach at the FCC-ee. Next, we turn to
the expected sensitivity of the FCC-ee to h ! bs decays
and Z ! bs decays.

We first focus on the simplified case where only a b-
tagger is used and obtain the expected exclusion limits
on FCNC decays summed over light quark flavors, B(h !
bq) = B(h ! bd)+B(h ! bs). The exclusions are derived
from the observed yields in the nb = 0, 1, 2 bins. For
simplicity, we parameterize the b-tagger as a function of
two parameters: the true positive rate (TPR) ✏

b
b and the

overall effective false positive rate (FPR) for all the other
initial parton flavors, ✏

b
gsc.

The expected 95% CL upper limits on B(h ! bq), as-
suming only statistical uncertainties, are shown in Fig. 2

FIG. 1. Graphical representation of the probabilistic model
for determining B(Z/h ! bs). Starting with the Z/h !
f partonic decay, where f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for
Z(h), the tagged flavours of the two final state jets, Z/h !
j1j2, are determined by the corresponding s� and b�tagger
efficiencies, ✏↵� . The arrows denote the probabilities for each
event to end up in the (nb, ns) bin.

(top). The nominal values and uncertainties on the nui-
sance parameters used in the analysis are listed in the
supplemental material, in Table S1. We observe a satu-
ration: for low enough mistag probability ✏

b
gsc the upper

limits become independent of ✏
b
gsc and depend only on

✏
b
b. With relatively modest TPR ✏

b
b 2 [0.4, 0.8] and eas-

ily achievable FPR ✏
b
gsc . 10�2 the projected bounds

are B(h ! bq) . 5 � 7 ⇥ 10�3. This is already in the
regime that is interesting for the beyond the standard
model physics searches, cf. Fig. ?? (bottom). Further-
more, the inclusion of strangeness tagging can result in
an appreciable improvements in the expected sensitivity.

Fig. 2 (bottom) shows the expected 95% CL bounds on
B(h ! bs) obtained from the comparison of all possible
(nb, ns) bins with the predictions. Here, the possible bins
are (nb, ns) = {(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (0, 2)},
where the signal mostly populates the (nb, ns) = (1, 1)
bin, while the remaining bins constrain the backgrounds.
To scan over possible taggers we assume in Fig. 2 (bot-
tom) for the purpose of presentation a common TPR for
b- and s�tagging, ✏

b
b = ✏

s
s, and similarly a common FPR,

✏
b
lsc = ✏

s
lcb. This assumption is not crucial, and is for

instance relaxed in the analysis in section S3 of the sup-
plemental material.

Nevertheless, we anticipate it to give a reasonable guid-
ance on the expected reach at FCC-ee, if the common
FPR is identified as FPR=max(✏b

s, ✏
s
b), wher ✏

b
s, ✏

s
b are

the actual tagger working point mis-identification rates.
The reason is that the backgrounds with two misidenti-
fied jets are highly suppressed relative to the backgrounds
with one misidentified jet, and this is more often than not
dominated by the larger mis-identification rate. For in-
stance, the performance of the common medium working
point (TPR, FPR) = (0.80, 0.004), denoted with a star in
Fig. 2 (bottom), is very close to the expected 95% upper-
limit B(h ! bs) < 9.6 ⇥ 10�4, obtained when consider-
ing all the different efficiencies in the medium working

9

Nuisance Param. Nominal Value Rel. uncert. (%)
B(h ! gg) 1.4% 1.2
B(h ! ss) 0.024% 160
B(h ! cc) 2.9% 2.8
B(h ! bb) 56% 0.4

✏
↵
� See text 1.0

Nh 6.7⇥ 105 5⇥ 10�1

A 0.70 10�1

TABLE S1. Nuisance parameters and their relative uncertainties, entering the h ! bs sensitivity estimation.

✏
b
� ✏

s
� B(h ! bs) (95% CL)

✏
b
�;Loose ✏

s
�;Loose 1.3⇥ 10�3

✏
b
�;Loose ✏

s
�;Med 9.6⇥ 10�4

✏
b
�;Med ✏

s
�;Loose 1.4⇥ 10�3

✏
b
�;Med ✏

s
�;Med 1.0⇥ 10�3

TABLE S2. Several examples of possible tagger working point choices, where ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

b
�;Med =

{0.007, 0.0001, 0.003, 0.80}, ✏s�;Loose = {0.20, 0.90, 0.10, 0.01}, ✏s�;Med = {0.09, 0.80, 0.06, 0.004}, with the label running over
� = {g, s, c, b}. The last column in the table gives the resulting 95% CL upper limits on B(h ! bs). All tagging efficiencies are
assumed to have a relative systematic uncertainty of 1%.

conserving branching ratios are taken to be the quoted central values and statistical uncertainties on the signal
strength from the preliminary projections of the FCC-ee fits in the Z(! ⌫⌫̄)h mode [35], which are consistent with
Ref. [33]. We verified that increasing the uncertainties on the branching ratios by one order of magnitude will not
impact significantly the performance of the analysis. The leading uncertainties are the systematic uncertainties on
the tagger efficiencies. We set these to 1% relative uncertainty across all the taggers, which we anticipate to be
realistically achievable for the b- and s-taggers at the FCC-ee.

In the main part of the manuscript we showed the results for the true positive rate (TPR) ✏
b
b = ✏

s
s and the false

positive rate (FPR), ✏
b
gsc = ✏

s
gcb. This parameterization assumes that the two sets of probabilities are the same for both

taggers as well as, perhaps more importantly, that the mistag probabilities are the same for every type of jet. This is
almost certainly not the case for the actual taggers that will be used, since most taggers have quite different behaviors
in the case of heavy and light jets. However, we can interpret any (TPR, FPR) choice as a conservative choice
where all mistags are the same as the least stringent of the ones achievable for the individual cases, ✏

b
g, ✏

b
s, ✏

b
c, ✏

s
g, ✏

s
c, ✏

s
b.

Another factor that encourages us to take this approximation is that because gg (or uu+ dd for Z) and cc final states
require two misidentifications in order to populate the signal dominated region, their contributions will be strongly
suppressed both with respect to the signal and with respect to the two main backgrounds, ss and bb. In this sense,
FPR can be thought of as representing mostly choice for ✏

b
s and ✏

s
b values (taken in most of the analyses to be also

the same).
In Table S2 we list instead the 95% CL upper limits on B(h ! bs), which were obtained for two realistic working

points for the b- and s-taggers, introduced in Refs. [20, 21],

Loose : ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

s
�;Loose = {0.20, 0.90, 0.10, 0.01}, (S9)

Medium : ✏
b
�;Med

= {0.007, 0.0001, 0.003, 0.80}, ✏
s
�;Med

= {0.09, 0.80, 0.06, 0.004}, (S10)

where the label runs over � = {g, s, c, b}. The best performance is achieved by combining the Loose b-tagger and
Medium s-tagger, although all performances are very similar. This projected limit on B(h ! bs) does not take into
account other backgrounds such as Drell-Yan, WW, ZZ, qq̄, which we expect to be subleading, and should not affect
significantly the projected reach. The projected FCC-ee sensitivity to h ! bs decays is competitive with indirect
measurements and represents a complementary direct probe, as we discuss in the main text.

B. The h ! cu decays

A similar analysis can be performed for the FCC-ee sensitivity to B(h ! cu). Due to the difficulties in implementing
a “u-tagger”, we consider the case where only a c-tagger is applied (similar to the B(h ! bq) case shown in the top
row in Fig. 2). We parameterize the c-tagger in terms of the TPR, ✏

c
c, and a common FPR for all the other initial

partons. We consider a c-tagger with four parameter ✏
c
g, ✏

c
uds, ✏

c
c, ✏

c
b. The number of nuisance parameters will thus be
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conserving branching ratios are taken to be the quoted central values and statistical uncertainties on the signal
strength from the preliminary projections of the FCC-ee fits in the Z(! ⌫⌫̄)h mode [35], which are consistent with
Ref. [33]. We verified that increasing the uncertainties on the branching ratios by one order of magnitude will not
impact significantly the performance of the analysis. The leading uncertainties are the systematic uncertainties on
the tagger efficiencies. We set these to 1% relative uncertainty across all the taggers, which we anticipate to be
realistically achievable for the b- and s-taggers at the FCC-ee.

In the main part of the manuscript we showed the results for the true positive rate (TPR) ✏
b
b = ✏

s
s and the false

positive rate (FPR), ✏
b
gsc = ✏

s
gcb. This parameterization assumes that the two sets of probabilities are the same for both

taggers as well as, perhaps more importantly, that the mistag probabilities are the same for every type of jet. This is
almost certainly not the case for the actual taggers that will be used, since most taggers have quite different behaviors
in the case of heavy and light jets. However, we can interpret any (TPR, FPR) choice as a conservative choice
where all mistags are the same as the least stringent of the ones achievable for the individual cases, ✏

b
g, ✏

b
s, ✏

b
c, ✏

s
g, ✏

s
c, ✏

s
b.

Another factor that encourages us to take this approximation is that because gg (or uu+ dd for Z) and cc final states
require two misidentifications in order to populate the signal dominated region, their contributions will be strongly
suppressed both with respect to the signal and with respect to the two main backgrounds, ss and bb. In this sense,
FPR can be thought of as representing mostly choice for ✏

b
s and ✏

s
b values (taken in most of the analyses to be also

the same).
In Table S2 we list instead the 95% CL upper limits on B(h ! bs), which were obtained for two realistic working

points for the b- and s-taggers, introduced in Refs. [20, 21],

Loose : ✏
b
�;Loose = {0.02, 0.001, 0.02, 0.90}, ✏

s
�;Loose = {0.20, 0.90, 0.10, 0.01}, (S9)

Medium : ✏
b
�;Med

= {0.007, 0.0001, 0.003, 0.80}, ✏
s
�;Med

= {0.09, 0.80, 0.06, 0.004}, (S10)

where the label runs over � = {g, s, c, b}. The best performance is achieved by combining the Loose b-tagger and
Medium s-tagger, although all performances are very similar. This projected limit on B(h ! bs) does not take into
account other backgrounds such as Drell-Yan, WW, ZZ, qq̄, which we expect to be subleading, and should not affect
significantly the projected reach. The projected FCC-ee sensitivity to h ! bs decays is competitive with indirect
measurements and represents a complementary direct probe, as we discuss in the main text.

B. The h ! cu decays

A similar analysis can be performed for the FCC-ee sensitivity to B(h ! cu). Due to the difficulties in implementing
a “u-tagger”, we consider the case where only a c-tagger is applied (similar to the B(h ! bq) case shown in the top
row in Fig. 2). We parameterize the c-tagger in terms of the TPR, ✏

c
c, and a common FPR for all the other initial

partons. We consider a c-tagger with four parameter ✏
c
g, ✏

c
uds, ✏

c
c, ✏

c
b. The number of nuisance parameters will thus be

}
} consistency condition! 

(ensured via pre-anti-tagging)
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FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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FIG. 3. Expected 95% CL upper bound on B(Z ! bs) as a
function of TPR and FPR. Solid (dashed, dotted) lines and
colors are with default 1% (0.1%, no) systematic uncertain-
ties.

the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
within the vertexing resolution. To further improve on
✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6

(⇠ 10�7) when assuming systematics of 1% (rather ag-
gressive 0.1%), which is still well above the SM value of
B(Z ! bs) ' 4 ⇥ 10�8. We therefore conclude that for
Z ! bs decays it will be challenging to reach bounds on
B(Z ! bs) that are comparable to or even go beyond the
indirect constraints and probe in this way the parameter
space sensitive to new physics. [JZ: Add a sentence about
Z ! cu] We further quantify this statement below.

Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We

• Main strategy: apply orthogonal b/s or c/u taggers 
• construct explicit probabilistic model for events               

(example with b- & s-tags) 

➡ Sensitivity reach statistics dominated!

Tagging on-shell FCNCs @ FCC-ee  

22

2

Decay SM prediction exp. bound indir. constr.
B(h ! bs) (2.66± 0.48) · 10�7 ?
B(h ! bd) (1.17± 0.21) · 10�9 ?
B(h ! cu) (....) · 10�9 ?
B(Z ! bs) (4.16± 0.75) · 10�8 ?
B(Z ! bd) (1.83± 0.33) · 10�9 ?
B(Z ! cu) (...) · 10�9 ?

TABLE I. The SM predictions and current experimental up-
per bounds on hadronic FCNC decays of h and Z. [JZ: Who
is working on this?]

f
0), ✏↵

� , NZ/h, A}, which are varied within the uncer-
tainties in the numerical analysis, cf. Tables S1, S4.
We build a probabilistic model for p(nb, ns|f, ⌫), with
a graphical representation given in Fig. 1, and the de-
tails relegated to the supplementary material, sec. S1
(the rather lengthy explicit expression for p(nb, ns|f, ⌫)
is given in (S2)). The probability p(nb, ns|f, ⌫) depends
on the flavor of the initial Z/h ! f parton decay, where
f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for Z(h), since the tag-
ging efficiencies ✏

↵
� , ↵ = b, s, depend on the flavor of the

initial parton.
Experimentally, the value of B(Z/h ! bs) would be de-

termined by comparing the measured number of events
in each (nb, ns) bin, N(nb,ns)

, with the expected value
N̄(nb,ns)

. The highest sensitivity to B(Z/h ! bs) is
expected from the (nb, ns) = (1, 1) bin, however, keep-
ing also the (2, 0) and (0, 2) bins increases the overall
statistical power. In order to estimate the sensitivity
of FCC-ee to B(Z/h ! bs), as a proof of concept, we
can bypass the need for Monte Carlo simulations and
work within the Asimov approximation [19], both be-
cause of the simplicity of the study and especially due
to the high statistics environment. That is, we consider
an ideal dataset where the observed number of events
equals N

A
(nb,ns)

= N̄(nb,ns)
(B(Z/h ! bs)0, ⌫ = ⌫0), that

is, it equals to the expected number of events for the
nominal values of nuisance parameters and the input
value of B(Z/h ! bs)0. The expected upper bound on
B(Z/h ! bs)0 is then obtained from a maximum likeli-
hood, allowing nuisance parameters to float, see sec. S2
in supplemental material for further details.

Expected reach at the FCC-ee. Next, we turn to
the expected sensitivity of the FCC-ee to h ! bs decays
and Z ! bs decays.

We first focus on the simplified case where only a b-
tagger is used and obtain the expected exclusion limits
on FCNC decays summed over light quark flavors, B(h !
bq) = B(h ! bd)+B(h ! bs). The exclusions are derived
from the observed yields in the nb = 0, 1, 2 bins. For
simplicity, we parameterize the b-tagger as a function of
two parameters: the true positive rate (TPR) ✏

b
b and the

overall effective false positive rate (FPR) for all the other
initial parton flavors, ✏

b
gsc.

The expected 95% CL upper limits on B(h ! bq), as-
suming only statistical uncertainties, are shown in Fig. 2

FIG. 1. Graphical representation of the probabilistic model
for determining B(Z/h ! bs). Starting with the Z/h !
f partonic decay, where f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for
Z(h), the tagged flavours of the two final state jets, Z/h !
j1j2, are determined by the corresponding s� and b�tagger
efficiencies, ✏↵� . The arrows denote the probabilities for each
event to end up in the (nb, ns) bin.

(top). The nominal values and uncertainties on the nui-
sance parameters used in the analysis are listed in the
supplemental material, in Table S1. We observe a satu-
ration: for low enough mistag probability ✏

b
gsc the upper

limits become independent of ✏
b
gsc and depend only on

✏
b
b. With relatively modest TPR ✏

b
b 2 [0.4, 0.8] and eas-

ily achievable FPR ✏
b
gsc . 10�2 the projected bounds

are B(h ! bq) . 5 � 7 ⇥ 10�3. This is already in the
regime that is interesting for the beyond the standard
model physics searches, cf. Fig. ?? (bottom). Further-
more, the inclusion of strangeness tagging can result in
an appreciable improvements in the expected sensitivity.

Fig. 2 (bottom) shows the expected 95% CL bounds on
B(h ! bs) obtained from the comparison of all possible
(nb, ns) bins with the predictions. Here, the possible bins
are (nb, ns) = {(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (0, 2)},
where the signal mostly populates the (nb, ns) = (1, 1)
bin, while the remaining bins constrain the backgrounds.
To scan over possible taggers we assume in Fig. 2 (bot-
tom) for the purpose of presentation a common TPR for
b- and s�tagging, ✏

b
b = ✏

s
s, and similarly a common FPR,

✏
b
lsc = ✏

s
lcb. This assumption is not crucial, and is for

instance relaxed in the analysis in section S3 of the sup-
plemental material.

Nevertheless, we anticipate it to give a reasonable guid-
ance on the expected reach at FCC-ee, if the common
FPR is identified as FPR=max(✏b

s, ✏
s
b), wher ✏

b
s, ✏

s
b are

the actual tagger working point mis-identification rates.
The reason is that the backgrounds with two misidenti-
fied jets are highly suppressed relative to the backgrounds
with one misidentified jet, and this is more often than not
dominated by the larger mis-identification rate. For in-
stance, the performance of the common medium working
point (TPR, FPR) = (0.80, 0.004), denoted with a star in
Fig. 2 (bottom), is very close to the expected 95% upper-
limit B(h ! bs) < 9.6 ⇥ 10�4, obtained when consider-
ing all the different efficiencies in the medium working
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FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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FIG. 3. Expected 95% CL upper bound on B(Z ! bs) as a
function of TPR and FPR. Solid (dashed, dotted) lines and
colors are with default 1% (0.1%, no) systematic uncertain-
ties.

the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
within the vertexing resolution. To further improve on
✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6

(⇠ 10�7) when assuming systematics of 1% (rather ag-
gressive 0.1%), which is still well above the SM value of
B(Z ! bs) ' 4 ⇥ 10�8. We therefore conclude that for
Z ! bs decays it will be challenging to reach bounds on
B(Z ! bs) that are comparable to or even go beyond the
indirect constraints and probe in this way the parameter
space sensitive to new physics. [JZ: Add a sentence about
Z ! cu] We further quantify this statement below.

Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We

• Main strategy: apply orthogonal b/s or c/u taggers 
• construct explicit probabilistic model for events               

(example with c-tag & c-anti-tag ) 

• Possible improvements with dedicated light-quark tagging?
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2

Decay SM prediction exp. bound indir. constr.
B(h ! bs) (2.66± 0.48) · 10�7 ?
B(h ! bd) (1.17± 0.21) · 10�9 ?
B(h ! cu) (....) · 10�9 ?
B(Z ! bs) (4.16± 0.75) · 10�8 ?
B(Z ! bd) (1.83± 0.33) · 10�9 ?
B(Z ! cu) (...) · 10�9 ?

TABLE I. The SM predictions and current experimental up-
per bounds on hadronic FCNC decays of h and Z. [JZ: Who
is working on this?]

f
0), ✏↵

� , NZ/h, A}, which are varied within the uncer-
tainties in the numerical analysis, cf. Tables S1, S4.
We build a probabilistic model for p(nb, ns|f, ⌫), with
a graphical representation given in Fig. 1, and the de-
tails relegated to the supplementary material, sec. S1
(the rather lengthy explicit expression for p(nb, ns|f, ⌫)
is given in (S2)). The probability p(nb, ns|f, ⌫) depends
on the flavor of the initial Z/h ! f parton decay, where
f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for Z(h), since the tag-
ging efficiencies ✏

↵
� , ↵ = b, s, depend on the flavor of the

initial parton.
Experimentally, the value of B(Z/h ! bs) would be de-

termined by comparing the measured number of events
in each (nb, ns) bin, N(nb,ns)

, with the expected value
N̄(nb,ns)

. The highest sensitivity to B(Z/h ! bs) is
expected from the (nb, ns) = (1, 1) bin, however, keep-
ing also the (2, 0) and (0, 2) bins increases the overall
statistical power. In order to estimate the sensitivity
of FCC-ee to B(Z/h ! bs), as a proof of concept, we
can bypass the need for Monte Carlo simulations and
work within the Asimov approximation [19], both be-
cause of the simplicity of the study and especially due
to the high statistics environment. That is, we consider
an ideal dataset where the observed number of events
equals N

A
(nb,ns)

= N̄(nb,ns)
(B(Z/h ! bs)0, ⌫ = ⌫0), that

is, it equals to the expected number of events for the
nominal values of nuisance parameters and the input
value of B(Z/h ! bs)0. The expected upper bound on
B(Z/h ! bs)0 is then obtained from a maximum likeli-
hood, allowing nuisance parameters to float, see sec. S2
in supplemental material for further details.

Expected reach at the FCC-ee. Next, we turn to
the expected sensitivity of the FCC-ee to h ! bs decays
and Z ! bs decays.

We first focus on the simplified case where only a b-
tagger is used and obtain the expected exclusion limits
on FCNC decays summed over light quark flavors, B(h !
bq) = B(h ! bd)+B(h ! bs). The exclusions are derived
from the observed yields in the nb = 0, 1, 2 bins. For
simplicity, we parameterize the b-tagger as a function of
two parameters: the true positive rate (TPR) ✏

b
b and the

overall effective false positive rate (FPR) for all the other
initial parton flavors, ✏

b
gsc.

The expected 95% CL upper limits on B(h ! bq), as-
suming only statistical uncertainties, are shown in Fig. 2

FIG. 1. Graphical representation of the probabilistic model
for determining B(Z/h ! bs). Starting with the Z/h !
f partonic decay, where f = {uū + dd̄(gg), ss̄, cc̄, bb̄, bs} for
Z(h), the tagged flavours of the two final state jets, Z/h !
j1j2, are determined by the corresponding s� and b�tagger
efficiencies, ✏↵� . The arrows denote the probabilities for each
event to end up in the (nb, ns) bin.

(top). The nominal values and uncertainties on the nui-
sance parameters used in the analysis are listed in the
supplemental material, in Table S1. We observe a satu-
ration: for low enough mistag probability ✏

b
gsc the upper

limits become independent of ✏
b
gsc and depend only on

✏
b
b. With relatively modest TPR ✏

b
b 2 [0.4, 0.8] and eas-

ily achievable FPR ✏
b
gsc . 10�2 the projected bounds

are B(h ! bq) . 5 � 7 ⇥ 10�3. This is already in the
regime that is interesting for the beyond the standard
model physics searches, cf. Fig. ?? (bottom). Further-
more, the inclusion of strangeness tagging can result in
an appreciable improvements in the expected sensitivity.

Fig. 2 (bottom) shows the expected 95% CL bounds on
B(h ! bs) obtained from the comparison of all possible
(nb, ns) bins with the predictions. Here, the possible bins
are (nb, ns) = {(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (0, 2)},
where the signal mostly populates the (nb, ns) = (1, 1)
bin, while the remaining bins constrain the backgrounds.
To scan over possible taggers we assume in Fig. 2 (bot-
tom) for the purpose of presentation a common TPR for
b- and s�tagging, ✏

b
b = ✏

s
s, and similarly a common FPR,

✏
b
lsc = ✏

s
lcb. This assumption is not crucial, and is for

instance relaxed in the analysis in section S3 of the sup-
plemental material.

Nevertheless, we anticipate it to give a reasonable guid-
ance on the expected reach at FCC-ee, if the common
FPR is identified as FPR=max(✏b

s, ✏
s
b), wher ✏

b
s, ✏

s
b are

the actual tagger working point mis-identification rates.
The reason is that the backgrounds with two misidenti-
fied jets are highly suppressed relative to the backgrounds
with one misidentified jet, and this is more often than not
dominated by the larger mis-identification rate. For in-
stance, the performance of the common medium working
point (TPR, FPR) = (0.80, 0.004), denoted with a star in
Fig. 2 (bottom), is very close to the expected 95% upper-
limit B(h ! bs) < 9.6 ⇥ 10�4, obtained when consider-
ing all the different efficiencies in the medium working
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FIG. S1. Expected 95% CL upper bounds on B(h ! cu) as a function of the c-tagger efficiencies. Solid (dashed) lines and colors
are with default (no) systematic uncertainties. The Medium Working Point is based on the c-tagger introduced in Refs. [20, 21].

✏
c
� B(h ! cu) (95% CL)

✏
c
�;Loose 2.9⇥ 10�3

✏
c
�;Med 2.5⇥ 10�3

TABLE S3. Two examples of possible tagger working point choices, where ✏
c
�;Loose = {0.07, 0.07, 0.90, 0.04}, ✏

c
�;Med =

{0.02, 0.008, 0.80, 0.02}, with the label running over � = {g, uds, c, b}. The last column in the table gives the resulting
95% CL upper limits on B(h ! cu). All tagging efficiencies are assumed to have a relative systematic uncertainty of 1%.

four, one for each efficiency. The systematic uncertainties considered are the same as those listed in table S1 with
the caveat that the efficiencies now refer to the four ✏

c
� .

The resulting 95% CL upper limits on B(h ! cu) as a function of FPR and TPR are shown in Fig. S1. For a
given FPR, TPR values the statistical only upper bounds on B(h ! cu) are stronger than the ones for B(h ! bq),
Fig. 2 (top), because the dominant background for h ! cu, due to h ! cc, is smaller than the h ! bb background for
h ! bq.

Besides the two dimensional scan, we also list in Table S3 the 95% CL upper limits on B(h ! cu) obtained for two
realistic working points for the c-tagger introduced in Refs. [20, 21],

Loose : ✏
c
�;Loose = {0.07, 0.07, 0.90, 0.04}, (S11)

Medium : ✏
c
�;Med

= {0.02, 0.008, 0.80, 0.02}, (S12)

where the label runs over � = {g, uds, c, b}. The best performance is achieved with the medium working point
although the performance is again very similar. As for B(h ! bs), this projected limit on B(h ! cu) does not
take into account other backgrounds such as Drell-Yan, WW, ZZ, qq̄, which we expect to be subleading, and should
not affect significantly the projected reach. The projected FCC-ee sensitivity to h ! cu decays is competitive with
indirect measurements and represents a complementary direct probe, as we discuss in the main text.

A 95% CL upper limits on B(h ! cu) of 2.5 ⇥ 10�3 is competitive with flavour observables...[MS: Missing]

C. The Z ! bs decays

As for the Higgs decays above, we first consider the statistical reach on B(Z ! bq) = B(Z ! bd)+B(Z ! bs)., i.e.,
summing over the Z ! bd and Z ! bs decay modes, and only using the b-tagger. The resulting bounds as functions
of TPR and FPR are shown in Fig. S2. We see that even ignoring systematic uncertainties, the projected sensitivity
is well above the SM B(Z ! bq) ratio.

For the discussion of sensitivity to B(Z ! bs) we introduce the normalized signal ratio.

µ =
B(Z ! bs)

B(Z ! bs)SM
, (S13)

where the prediction for the SM Z ! bs branching ratio is given Table I. We first consider a simplified set-up which
allows for a two-dimensional scan, and parameterize the taggers as a set of true positive rates (TPR) ✏

b
b = ✏

s
s and a

set of false positive rates (FPR) ✏
b
udsc = ✏

s
udcb.



• Does it matter?  

• Current direct constraint from bound on Higgs width 
• At FCC-ee direct Higgs measurements complementary & 

competitive with meson mixing constraints!
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FIG. 4. Top: Limits on g
L
bs, g

R
bs from current low-energy

experiments. Bottom: Current and projected limits on ysb =
Ysb sin↵ and ybs = Ybs sin↵. [JZ: We may want to show
the Z coupling bounds just in the supplementary material.
The bottom figure is out money plot - there is quite a large
parameter space that can be explored by FCC-ee] [JZ: Where
is the 2 ⇥ 10�3 projection coming from? What is the reason
to show it? Maybe we want to show just 9.6⇥ 10�4 which is
Medium WP, and 5⇥ 10�3 which is the Medium WP with no
strangeness tagging? ]AK: fixed

provide details on these models in section S5, while here
we focus on the low energy phenomenology.

At low energy, the effective couplings in eq. (3) give
rise to additional contributions in numerous observables,
such as the Bs � B̄s mass splitting and the branching ra-
tio of leptonic decays, Bs ! �µ

+
µ
�. Starting from the

Lagrangian, we perform the matching to the Weak Effec-
tive Theory (WET) operators and employ the package
wilson [26] to compute the RGE running down to the
scale µ ⇠ mb, while we use flavio [27] and smelli [28]
to construct the appropriate likelihoods.

The Z ! bs terms generate the C
(0)
9,``, C

(0)
10,`` coefficients

in WET; thus the most stringent constraints on g
L
sb, g

R
sb

come from b ! s`
+
`
� transitions. From our fit, shown

in left plot of Fig. 4, it follows that |gL,R
sb | . 10�5, with

negative values of g
L
sb being necessary to accommodate

for the current experimental results. The projected FCC
reach, B(Z ! bs) . 10�6 (assuming 1% systematics),
can probe couplings at O(10�3) and is thus unable to
put stronger constraints on NP.

The case of h ! bs is on a different ground, as typical

BSM extensions, like the type-III 2HDM, can generate
large contributions to scalar operators in WET, namely
C

(0)
2,bs and C4,bs [29], which are probed by Bs meson mix-

ing. The latter bounds flavor changing couplings to be
|ybs, ysb| . 10�3, as shown by the red regions in the right
plot of Fig. 4.

Additionally, we examine the limits imposed by collider
experiments on the BSM Higgs decays. The reported
limits on Higgs to BSM particles reads B(h ! BSM) <

0.21 at 95 %CL [30]; assuming the bound is saturated by
h ! bs decays, we obtain |ybs, ysb| . 10�2. This is shown
as a orange contour in Fig. 4.

The projected upper limits of FCC on B(h ! bs) are
shown with black lines in Fig. 4. Taking the Medium WP
for jet-flavor taggers, the expected reach B(h ! bs) <

9 ⇥ 10�4 [MT: check this values is correct] [JZ: It is 9.6]
translates in the bound |ybs, ysb| . 5 ⇥ 10�4 [MT: check
this value too], as shown by the thick dashed line. The
latter thus improves the strongest indirect constraints on
flavor-changing Higgs couplings by a factor of few. For
completeness, we show with lighter lines the expected
bounds obtained employing less performative taggers.

Conclusions. The FCC-ee, running with a center of
mass energy close to the Z boson mass, will allow to mea-
sure electroweak processes with an unprecedented level of
precision.

. . .
[MT: This should be in the introduction, as it mo-

tivates the "high statistics" environment]Over the ex-
pected full running period of FCC-ee at

p
s = mZ , the

collider will produce NZ = 5⇥1012 Z’s [31, 32], produced
resonantly, and Nh = 6.7 ⇥ 105 h’s [33], produced in the
Zh channel. . . .

We point out that the FCC-ee will be able to observe
Flavor Changing decays of the Z boson and set upper
limits on the Flavor Changing decays of the Higgs boson.

[MT: We could move this last part of the section to
introduction or conclusions]These uncertainties, and the
nominal values, are estimations based on existing mea-
surements or ongoing preliminar studies. This is spe-
cially true regarding the taggers, for whose we will study
a range of achievable efficiencies and uncertainties. Be-
cause b- and s-taggers for FCC-ee constitute a challenging
and exciting area which should continue to develop, this
study should be taken as a proof-of-concept or back of
the envelope calculation of what is possible and serve as
further motivation to drive our understanding of flavour
tagging to even higher degrees of precision.
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OAC-2103889. JFK, AK and MT acknowledge the finan-
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provide details on these models in section S5, while here
we focus on the low energy phenomenology.

At low energy, the effective couplings in eq. (3) give
rise to additional contributions in numerous observables,
such as the Bs � B̄s mass splitting and the branching ra-
tio of leptonic decays, Bs ! �µ

+
µ
�. Starting from the

Lagrangian, we perform the matching to the Weak Effec-
tive Theory (WET) operators and employ the package
wilson [26] to compute the RGE running down to the
scale µ ⇠ mb, while we use flavio [27] and smelli [28]
to construct the appropriate likelihoods.

The Z ! bs terms generate the C
(0)
9,``, C

(0)
10,`` coefficients

in WET; thus the most stringent constraints on g
L
sb, g

R
sb

come from b ! s`
+
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� transitions. From our fit, shown

in left plot of Fig. 4, it follows that |gL,R
sb | . 10�5, with

negative values of g
L
sb being necessary to accommodate

for the current experimental results. The projected FCC
reach, B(Z ! bs) . 10�6 (assuming 1% systematics),
can probe couplings at O(10�3) and is thus unable to
put stronger constraints on NP.

The case of h ! bs is on a different ground, as typical

BSM extensions, like the type-III 2HDM, can generate
large contributions to scalar operators in WET, namely
C

(0)
2,bs and C4,bs [29], which are probed by Bs meson mix-

ing. The latter bounds flavor changing couplings to be
|ybs, ysb| . 10�3, as shown by the red regions in the right
plot of Fig. 4.

Additionally, we examine the limits imposed by collider
experiments on the BSM Higgs decays. The reported
limits on Higgs to BSM particles reads B(h ! BSM) <

0.21 at 95 %CL [30]; assuming the bound is saturated by
h ! bs decays, we obtain |ybs, ysb| . 10�2. This is shown
as a orange contour in Fig. 4.

The projected upper limits of FCC on B(h ! bs) are
shown with black lines in Fig. 4. Taking the Medium WP
for jet-flavor taggers, the expected reach B(h ! bs) <

9 ⇥ 10�4 [MT: check this values is correct] [JZ: It is 9.6]
translates in the bound |ybs, ysb| . 5 ⇥ 10�4 [MT: check
this value too], as shown by the thick dashed line. The
latter thus improves the strongest indirect constraints on
flavor-changing Higgs couplings by a factor of few. For
completeness, we show with lighter lines the expected
bounds obtained employing less performative taggers.

Conclusions. The FCC-ee, running with a center of
mass energy close to the Z boson mass, will allow to mea-
sure electroweak processes with an unprecedented level of
precision.

. . .
[MT: This should be in the introduction, as it mo-

tivates the "high statistics" environment]Over the ex-
pected full running period of FCC-ee at

p
s = mZ , the

collider will produce NZ = 5⇥1012 Z’s [31, 32], produced
resonantly, and Nh = 6.7 ⇥ 105 h’s [33], produced in the
Zh channel. . . .

We point out that the FCC-ee will be able to observe
Flavor Changing decays of the Z boson and set upper
limits on the Flavor Changing decays of the Higgs boson.

[MT: We could move this last part of the section to
introduction or conclusions]These uncertainties, and the
nominal values, are estimations based on existing mea-
surements or ongoing preliminar studies. This is spe-
cially true regarding the taggers, for whose we will study
a range of achievable efficiencies and uncertainties. Be-
cause b- and s-taggers for FCC-ee constitute a challenging
and exciting area which should continue to develop, this
study should be taken as a proof-of-concept or back of
the envelope calculation of what is possible and serve as
further motivation to drive our understanding of flavour
tagging to even higher degrees of precision.
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FIG. 2. Top: Expected 95% CL upper bounds on B(h ! bq)
as a function of the b-tagger efficiencies, neglecting systematic
uncertainties. Bottom: Expected 95% CL upper bounds on
B(h ! bs) as a function of TPR and FPR. Solid (dashed) lines
and colors are with default (no) systematic uncertainties. The
Medium Working Point is based on the taggers introduced in
Refs. [20, 21]. See main text for details.

point of the b- and s-taggers introduced in Refs. [20, 21],
and assuming a 1% systematic uncertainty (the taggers
in [20, 21] still need to be calibrated). This limit, which
does not consider other backgrounds such as Drell-Yan,
WW, ZZ, qq̄ (expected to be small), is competitive with
indirect measurements and represents a complementary
direct probe. We use this as a benchmark expected ex-
clusion in our exploration of the impact on new physics
searches below.

In Fig. 2 (bottom) the relative uncertainties on the
eight tagger parameters ✏

↵
� are taken to be 1% (the un-

certainties are treated as independent, while the central
values are common TPR, FPR). The 1% uncertainty is
currently below the calibrated scale factors in the LHC
analyses [22, 23]. However, given the high statistics
environment at the FCC-ee, it is reasonable to expect
that a dedicated calibration for high precision taggers
could reach such relatively low uncertainties. For 1%
systematic uncertainties the expected upper bounds on
B(h ! bs) are statistics limited, except for very large
FPR. Incidentally, this also justifies the neglect of sys-
tematics in Fig. 2 (top).

A similar analysis can be performed to arrive at the
expected FCC-ee sensitivity to B(h ! cu). The main
difference is that the sensitivity is determined just by
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FIG. 3. Expected 95% CL upper bound on B(Z ! bs) as a
function of TPR and FPR. Solid (dashed, dotted) lines and
colors are with default 1% (0.1%, no) systematic uncertain-
ties.

the performance of the c-tagger (there is no efficient “u-
tagger”). Using the loose (medium) working point for the
c-tagger [20, 21] leads to the 95% CL expected bound
for B(h ! cu) < 2.9(2.5) ⇥ 10�3. Further details are
relegated to supplemental material, Sec. S3 B.

We move next to the case of Z ! bs decays. As be-
fore, we perform a scan over tagger efficiencies, taking
the same TPR for b- and s-taggers, ✏

b
b = ✏

s
s, and simi-

larly for the FPR, ✏
b
udsc = ✏

s
udcb. The resulting expected

95% CL upper limits are shown in Fig. 3, where the
solid (dashed, dotted) lines correspond to the default 1%
(0.1%, no) systematic uncertainties. The FPR of 10�4

for ✏
b
s and few⇥10�3 for ✏

s
b were estimated to be achiev-

able at FCC-ee in Ref. [20, 21]. Obtaining the ✏
s
b well

below ⇥10�3 level will be hard, since this is roughly the
percentage of b-quarks that decay effectively promptly,
within the vertexing resolution. To further improve on
✏
s
b one would then need to rely on jet shape variables

to distinguish s- and b-jets. For rather optimistic FPR
of 10�4 the expected reach on B(Z ! bs) is ⇠ 10�6

(⇠ 10�7) when assuming systematics of 1% (rather ag-
gressive 0.1%), which is still well above the SM value of
B(Z ! bs) ' 4 ⇥ 10�8. We therefore conclude that for
Z ! bs decays it will be challenging to reach bounds on
B(Z ! bs) that are comparable to or even go beyond the
indirect constraints and probe in this way the parameter
space sensitive to new physics. [JZ: Add a sentence about
Z ! cu] We further quantify this statement below.

Sensitivity to new physics. Lastly, we explore the
constraining power of our search to New Physics effects
to flavor changing Z and h decays. We define the effective
FCNC couplings of the bosons to b and s quarks as

L � g
L
sb(s̄L�µbL)Zµ + g

R
sb(s̄R�µbR)Zµ

+ysb(s̄LbR)h + ybs(b̄LsR)h + h.c. ,
(3)

and similarly for couplings to c and u quarks, with ob-
vious change in notation. Such Lagrangian can be ob-
tained as the effective realization of various extensions of
the SM, e.g. with the addition of vector-like quarks [24],
or from the Two-Higgs-Doublet Model (2HDM) [25]. We

• Z FCNCs 
• Their effects already observed/measured indirectly in b → s ll 

transitions - can on-shell measurements compete? 
• sensitivity @ FCC-ee limited by                                             

tagger systematics! 
• reaching SM requires                                                  

improvements in tagging                                                         
(detector limitations) 
➡ ~10-3 b-quarks decay within                                          

projected vertexing resolution

Tagging on-shell FCNCs @ FCC-ee  
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Conclusions

• FCC-ee could be a powerful and competitive probe of flavour 
physics post-2030  

• Effort underway to understand exp. precision with which rare 
decays of c- and b-hadrons and CP violation in heavy-quark 
sector & LFV processes could be measured 

• Flavour Physics defines shared (vertexing, tracking, 
calorimetry) and specific (hadronic PID) detector requirements 

• In the coming phase important interplay of physics 
performance with detector concepts 

• On theory side: go beyond benchmark modes — fill in 
possible gaps  
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Conclusions

• Recent advances in jet tagging allow for high-energy colliders 
such as the prospective FCC-ee to place phenomenologically 
relevant bounds on rare Z and Higgs decays involving flavored jets 

• Introduction of “orthogonal” sets of taggers for multi-class 
classification & explicit likelihood models 

• Bounds on h/Z FCNCs at FCC-ee complementary to meson 
mixing, rare meson decays 

• In case of anomalies observed at low energies, could help 
disentangle possible UV sources 

• Probing SM Z-FCNCs would possibly require detector-level 
improvements
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Conclusions

• Recent advances in jet tagging allow for high-energy colliders 
such as the prospective FCC-ee to place phenomenologically 
relevant bounds on rare Z and Higgs decays involving flavored jets 

• Introduction of “orthogonal” sets of taggers for multi-class 
classification & explicit likelihood models 

• Bounds on h/Z FCNCs at FCC-ee complementary to meson 
mixing, rare meson decays 

• Related applications to W decays: 

• Prospects for direct |Vtx| extraction at HL-LHC 

• Extraction of |Vcb| from W decays (at FCC-ee)
28
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