
Open Science Data Federation - OSDF
operation and monitoring



Open Science Data Federation
• Origin: Storage of the data from multiple Virtual Organizations (VO);

• Redirector: Process the data request to direct the request to the 
appropriate origin;

• Cache: Storage to provide data geographically close to the execution 
points and access points;

• Data access: It is possible to use different tools. Using OSDF 
commands is possible to fetch the files from the closest cache 
(GeoIP);

Cache, origins, and redirector based on the XRootD technology: 
https://xrootd.slac.stanford.edu 
https://pelicanplatform.org













• 1 Cache (50TB for cache) and one origin (1.6PB for origin storage): San Diego Super Computer Center - 

San Diego - California.

• 1 Cache (42TB for cache) and one origin (1.2 PB for origin storage):  University of Nebraska-Lincoln - 

Lincoln - Nebraska.

• 1 Cache (29TB for cache) and one origin (1.2PB for origin storage): Massachusetts Green 

High-Performance Computing Center - Holyoke  - Massachusetts.

• 1 Cache: Internet2 - Boise - Idaho (42TB for cache).

• 1 Cache: Internet2 - Jacksonville - Florida (42TB for cache). 

• 1 Cache: Internet2 - Denver  - Colorado (42TB for cache).

• 1 Cache: Northeastern University - Boston  - Massachusetts (in installation).

• 1 cache (50 TB) and one origin (1.6TB) SDSC-UCSD. -  1 cache (42 TB) and one origin (1.2 PB) UNL - 

• 1 cache (29 TB) and one origin (1.2PB) MGHPCC - 

• Internet2 hubs: Boise - Idaho (42 TB), Houston - Texas (in progress), Jacksonville - Florida (42 TB), Denver  

- Colorado (42 TB), and Northeastern University Boston. Existing Internet2 caches in Chicago, New York, 

and Kansas City. - 

• 1 cache (7 TB) and one origin (7 TB): The University of Tokyo. 

• 1 cache (14 TB): The National Center for Atmospheric Research (NCAR), Boulder 

• 1 origin (337 TB): University of Nebraska-Lincoln 



System architecture

• A distributed system spanning multiple locations

• Three semi-independent components:

• FP32-optimized GPU-based HTC

• GPU and FPGA-based HPC

• Storage

• All managed though

a unified Kubernetes

setup



https://nrp-website.vercel.app



OSDF



Conclusion and remarks

- OSDF is “free”; let’s talk about staging your data!

- More caches, more data access.

- Several projects - public and private

- Do you have data on your computer under your desk? Let’s share!

fandrijauskas@ucsd.edu


