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Source: Igor Oya (ACADA), The Online data taking system of the Cherenkov Telescope Array Observatory (RICAP 2024)
https://agenda.infn.it/event/35353/contributions/234472/

Cherenkov Telescope Array Observatory 
(CTAO) - Data Flow
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Data Processing and Preservation 
System (DPPS) in CTAO
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Source: DPPS Introduction, DPPS workshop at DESY (Zeuthen), 10-12th October, 2022

Functional Decomposition to Subsystems



DPPS - Context

5Source: DPPS Introduction, DPPS workshop at DESY (Zeuthen), 10-12th October, 2022

• DPPS is a software system 
responsible for the long-
term preservation, (re-) 
processing, and quality 
monitoring of low-level 
data products acquired 
from real observations or 
simulated internally

• DPPS also ensures that all 
required data products are 
preserved (at least two 
copies must exist at distinct 
off-site data centers), 
traceable and reproducible



DPPS – Contributors
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• Software teams in
• Switzerland

• ETH Zurich
• University of Geneva 

• Italy
• INAF OAR

• Data Center teams in
• Switzerland

• ETH Zurich/CSCS
• EPFL

• Spain
• PIC

• Italy
• Frascati

• Germany
• DESY



Open Archival Information System 
(OAIS) – Logical Flow
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• OAIS standards design from high energy astronomy archive experience
• INTEGRAL archive to be the first one to be implemented in the framework of OAIS
• For CTAO, Rucio provides a declarative engine for Bulk archive with data being stored at multiple off-site datacenters

https://en.wikipedia.org/wiki/Open_Archival_Information_System
https://www.isdc.unige.ch/integral/


Role of RUCIO in DPPS – BDMS 
Functional decomposition
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• BDMS Ingest
• Add new data for either long-term archive or as temporary product

• Data will come either from ACADA (DL0) or WMS (DL > 0 and MC data) 

• Produces archived products and temporary stored products

• BDMS Data management 
• ACADA Case – on-site to off-site data transfers: The data at the CTAO-North site in La Palma will 
first be transferred to an on-site Rucio storage element, followed by an off-site transfer to a data 
center (DC) and replication to at least one additional DC, thereby creating two replicas. Finally, the 
original copy on-site will be deleted

• WMS Case: Currently we use Rucio file catalog plugin for DIRAC; Proposed a plugin for WMS 
software (DIRAC) for ingesting files to RUCIO

Overview on use-cases for DPPS BDMS
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BDMS Ingest and Data Management: 
ACADA Case

On-site RSE is directly 
directory where ACADA puts 
the data
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Metadata is in separate files at 
predefined locations. ACADA 
should make sure that these 
files are present before 
submitting the raw data

As the data is already in the 
RSE before ingestion it is 
added to RUCIO by directly 
modifying the file catalog

• ACADA plans to deliver DL0 (raw data) to 
DPPS on-site, via an interface directory and 
trigger files

• BDMS will need to have on-site scripts that 
will run the verification and metadata 
extraction



BDMS Ingest and Data Management: 
WMS Case
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• Not as straightforward due to distributed 
architecture 

• Could go the RUCIO-plugin way, i.e., creating 
our own plugin for DIRAC 
• BDMS plugin would perform verification and 

metadata extraction before uploading to RUCIO
• For temporary datasets only metadata extraction is 

performed
• Temporary datasets to be stored in a separate 

RUCIO scope from the archive data. DIRAC would 
have read/write/erase access to that scope only



BDMS Prototyping in Docker and Kubernetes (K8s)
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BDMS prototypes: Docker / DESY K8s 
Test Cluster
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BDMS Prototyping experience –
Docker vs. Kubernetes
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Attribute Docker Compose Kubernetes

Motivation Local and fast prototyping, ease, testing Ideal for production environments (CTAO off-site data 
centers have kubernetes infrastructure, e.g., PIC/CSCS)

RUCIO All Rucio components have docker containers Deployments create pods, services, ingress, replicasets; 
DB and RSEs pods have storage; RSEs and client have 

persistence
Management Gitlab CI, Ansible, Rancher desktop Rancher (K8 mgmt with high-availability), Fleet

Container orchestration Docker Compose YAML file YAML files, Helm Charts

Infrastructure Single-node Multi-node, distributed 
Deployment tools Docker Compose CLI Helm, kubectl (local client to K8s cluster), vault, shuttle 

Networking Built-in networking Ingress controller (nginx), K8s service (cluster type IP vs. 
LoadBalancer IP), Firewall configuration

Storage management Docker volumes (local storage) Persistent volumes (PVC), StatefulSets

Configuration 
management

Docker Compose YAML file, mounting certificates configmaps, values.yaml (helm charts), K8s secrets, cert 
manager

Monitoring, Failure 
recovery

Prometheus/Grafana, Docker logs, manual restarts 
of containers

Prometheus/Grafana, kubectl logs, automated pod 
restarts, self-healing, deployment robust to cluster 

upgrades

Gitlab CI VM with gitlab runner (shell), sonarqube to test 
coverage on Kubernetes runner

VM with gitlab runner (shell) needs kubectl, kubeconfig (to 
authenticate) and routing set-up (to access) the K8s Test 

cluster 



BDMS prototype at DESY Kubernetes Cluster 
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BDMS prototype at CSCS Kubernetes Cluster

16

• Realistic set-up of Rucio storage element with dCache at CSCS K8s cluster and XrootD deployed at UniGe/ETH
• Tested replication with RUCIO between UNIGE and CSCS using a VO proxy and different protocols (ssh, https, 

root)



• BDMS prototyping
• Generating self-signed and CA-signed host certificates helped us to realize replication 
successfully

• RUCIO workflow is identical on both Docker and Kubernetes, but we have to note the 
following
• Prototyping is advantageous on Kubernetes as it has the same infrastructure on off-site datacenters
• DPPS Release 0 requires a successful prototype in a Kubernetes Test cluster (DESY)

• Next Steps
• Work on BDMS plugin code once it is agreed by the management

• BDMS deployment on a Test data center for on-site (CTAO-N, La Palma) data to be 
transferred to an off-site data center (PIC)

• Extending BDMS with monitoring, specially during data-transfer between data centers

• Investigate (i) Token-based RUCIO, (ii) Storages and Protocols (dCache, webdav)

Conclusion
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www.ctao.org

Thank you

Developers and Community


