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Data is becoming a first class
citizen in software & computing
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Two big Trends driving Data

Artificial Intelligence Instrument integration
« National Al Research Resource  Instrument labs at Universities that
(NAIRR) can produce TB/hour data volumes
« Expected funding of $2.6B over 6 years « High Throughput instrumentations that
« Across more than a dozen federal produces curated data
agencies with NSF as lead e DOE |ntegrated Research
 Frontiersin Al for Science, Security Infrastructure program (IRI)
and Technology (FASST) « High Performance Data Facility
« Al Centers at DOE labs for $30M/year for
5-7 years
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NAIRR

Currently in Pilot Stage.
See https://nairrpilot.org for details.

National Artificial Intelligence

3 NAIRR
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The National Artificial Intelligence
Research Resource (NAIRR) Pilot

The NAIRR Pilot aims to connect U.S. res

resources needed to advance Al r

chers and educators to computational, data, and training
nd research that employs Al. Federal agencies are
collaborating with government-supportec

1d non-governmental pa to implement the Pilot as a

preparatory step toward an eventual full NAIRR implementation
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Learn more about NAIRR Pilot

Subscribe for updates
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Objective
Strengthen and
democratize the U.S.
Al innovation ecosystem
in a way that protects ®
privacy, civil rights,
and civil liberties

About

Advance
trustworthy Al

Figure 2. NAIRR Strategic Objective and Goals

NAIRR TF report suggested funding at the level of
$2.6B spread over 6 years.
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https://nairrpilot.org/
https://www.ai.gov/wp-content/uploads/2023/01/NAIRR-TF-Final-Report-2023.pdf

FASST Overview

FASST will build the world's most powerful integrated scientific Al systems through four key
interconnected pillars:

https://www.energy.qov/fasst Al-Ready Data +
Currently a draft bill Frontier-Scale Al Computing Infrastructure and Platforms + Download the factsheet
@ on Frontiersin
Safe, Secure, and Trustworthy Al Models and Systems -+ Artificial Intelligenesrtor

Science, Security and
Technology (FASST)

NEW: Request
forl nformatio n Al Applications +

DOE is seeking public
input to inform how
DOE can leverage its
existing assets at its 17

o e 0 The draft bill as written emphasizes creation of at least

8 multidisciplinary Al Research and Development Centers at DOE National Labs
Each center shall receive an annual budget of no less than $30M
for a duration between 5-7 years, with a possible renewal for another 5 years.

partner with external
organizations to support
building a national Al
capability. Responses
are due by Monday,
November 11, 2024.
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https://www.energy.gov/fasst
https://www.congress.gov/bill/118th-congress/senate-bill/4664/text

Integrated Research Infrastructure

Integrated Research Infrastructure Architecture Blueprint Activity (Final Report

2023)
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Office of Science Laboratories

Other DOE Laboratories

NNSA Laboratories

€ Ames National Laboratory
Ames, lowa

© Argonne National
Laboratory
Argonne, lllinois

© Brookhaven National
Laboratory
Upton, New York

1 Idaho National 3
Laboratory
Idaho Falis, Idaho

2 National Energy 4
Technology Laboratory

Morgantown, West Virginia
Pittsburgh, Pennsylvania
Albany, Oregon

National Renewable
Energy Laboratory
Golden, Colorado

Savannah River
National Laboratory
Aiken, South Carolina

© Lawrence Livermore
National Laboratory
Livermore, California

© Los Alamos National
Laboratory
Los Alamos, New Mexico

© sandia National
Laboratories

Albuquerque, New Mexico

The complexity of scientific pursuits is increasing rapidly with aspects that require dynamic integration of experiment, observation, theory, modeling, 0 :?:Z:Ii::::::'gborntory 8 (7] Livermore, California

simulation, visualization, machine learning (ML), artificial intelligence (Al), and analysis. Research projects across the Department of Energy (DOE) are Batavia, llinois
increasingly data and compute intensive. Innovative research teams are accelerating the pace of discovery by using high-performance computational and...
© Lawrence Berkeley
National Laboratory 1
Berkeley, California

© oak Ridge National 7
Laboratory { ) () % o

Oak Ridge, Tennessee NG

ne

© Pacific Northwest
National Laboratory @

There are 10 DOE Office of Science Laboratories e e

and 28 DOE Scientific User Facilities, e e e : i

Princeton, New Jersey -
incl. supercomputers (NERSC, ANLCF, ORLCF, ...), Oscnom ) o\
accelerators, light sources, iy, ,

neutron scattering sources, Tokamaks, ... and ESnet oINS 4

Newport News, Virginia ~—

DOE scientific facilities are to be integrated for cross facility science workflows.
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HPDF: A New Element in the ASCR Ecosystem

tH H H )
Leading-edge science demands integration, and the U.S. $300-500M “construction proj ect

Department of Energy’s science programs increasingly require fOF the next 10 years
advanced computation, data solutions, and networking. The High
Performance Data Facility, a first-of-its-kind project, is envisioned
as a state-of-the-art resource for data science and research. HPDF
will join other Advanced Scientific Computing Research facilities
engaged in implementing the DOE’s Integrated Research Initiative.

rrrrrr

As the cornerstone of the IRI, HPDF is committed to supporting
scientific research patterns and data stewardship within the
nation’s research communities. Along with the other ASCR
facilities — Energy Sciences Network, Argonne Leadership
Computing Facility, Oak Ridge Leadership Computing Facility, and
the National Energy Research Scientific Computing Center —
HPDF will help forge the IRI’s foundational infrastructure.

.g,ﬁie on kab

“:'?:;_:,;::;, ngh Performance Data Facility

HPDF will be the 5" DOE ASCR facility

The project’d hub-and-spoke modellwill maximize availability, resilience, and accessibility. The Hub core infrastructure, physically located at Thomas Jefferson
National Accelerator Facility and Lawrence Berkeley National Laboratory, will support centralized resourcesl Multiple mission-application Spokesl will connect to
the Hub via ESnet.
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From Science Gateways to
Immersive Virtual Environments

Future Ul/UX will have O(1M) audiences, providing
immersive experiences with content and data

Initially web portals lowered the bar for access to HPC.

Immersive Virtual Environments Today, we are building immersive virtual environment

for Science enabling access to compute & sharing of data & content.

We make data and computational- 10,000 Unix Accounts

ly intensive capabilities accessible over 5 years |
to millions of researchers, ~10x users/year by enabling
educators, and students across 100,000 user/year 7 web access to HPC
disciplines through science on gateways .
gateways, secure cloud enclaves, ? ~10x users/year by e”?‘b"”g
research software development, 1M userslyear content & data sharing
and immersive visualizations. for immersive environments
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Welcome to UC San Diego
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