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ETMC

Validation of the GH method on experimental data
First full-fledged study of systematic uncertainties

Multiple lattice spacings and volumes, high statistics
Hansen-Lupo-Tantalo to extract spectral function

�fg from lattice QCD

We need the hadronic tensor which is the spectral density of the correlation function

M
µ⌫
fg (t,q2) =

Z 1

0

dq0 H
µ⌫
fg (q0,q

2)e�q0t

that in practice is obtained by

M
µ⌫
fg (t2 � t1,q

2) = lim
tsnk 7!+1
tsrc 7!�1

C
µ⌫
4pt

(tsnk, t2, t1, tsrc;q)

C2pt(tsnk � t2)C2pt(t1 � tsrc)

. t = t2 � t1 = a, 2a, · · · Euclidean time

. t2 � tsnk, tsrc � t1 � 0 checked
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Calculations

Configurations

name L [fm] a [fm] M⇡ [MeV]
B48 3.82 0.080 ⇡ 135
B64 5.10 0.080 ⇡ 135
B96 7.64 0.080 ⇡ 135
C80 5.46 0.068 ⇡ 135
D96 5.46 0.057 ⇡ 135
E112 5.48 0.049 ⇡ 135

ETMC-configurations

O(a) and clover improved

Nf = 2 + 1 + 1

ten momenta per ensemble

three decay channels

two smearing kernels

O(10) values of �
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Systematics

Finite-Volume-E↵ects

Flat volume dependence, HLT result stable
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 INCLUSIVE SEMILEPTONIC DECAYSD(s)
Systematics

Order 1: continuum limit; smearing limit
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good agreement
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smooth extrapolations
for all contributions

even powers of �
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This is after continuum limit
but inverting the order leads

to compatible results

smearing the kinematic  
theta function
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  inclusive — experimental points|Vcb |

• In general, there is good consistency between different  ,   and   
moment measurements


• Except for the normalization — see next slide


• Correlations


• Currently experimental correlations between  ,   und   moments at the 
same experiment are unknown, any impact?


• It would be desirable to determine   ,   und   moments simultaneously 
in the same analysis and determine experimental correlations precisely 

Eℓ M2
X q2

El M2
X q2

El M2
X q2



Semileptonic branching fraction

• ~1  shift of central value…σ

BaBar [Phys. Rev. D 95, 072001 (2017)]

Gael yesterday



A FEW ADDITIONAL POINTS

Experiment: more precise measurement of moments and BR at Belle II with 
correlations between different kinds of moments, clarify Belle II vs Belle 
discrepancy in  moments, new observables ( , quantities computable on the 
lattice with optimal uncertainty), improved QED treatment (at least with/without 
PHOTOS?) 

Theory: analytic (or numerically more accurate) calculation of  corrections 
to lept and hadr moments,  to lept and hadr moments, QED effects 
in  and hadronic moments, reasonable uncertainties and their correlations…

Interplay with lattice calculations: in the mid term look for complementarity with 
exp data, and new directions in parameters space (lattice as virtual lab: new 
observables, V, A, S, P currents,…)

q2 AFB

O(α2
s )

O(αsρ3
D/m3

b)
q2



BACK-UP



 INCLUSIVE SEMILEPTONIC DECAYSD(s)

FIG. 3: Inclusive laboratory frame electron spectra obtained from data, shown as points with

statistical uncertainties. The vertical dashed lines indicate the PID momentum cutoff at 200 MeV.
Extrapolated spectra are shown as solid curves. The dashed curve in the D+

s spectrum plot is the
expected contribution from τ+ → e+νeν̄τ from leptonic D+

s → τ+ντ decay.

TABLE IV: Summary of semileptonic branching fractions. Here Btrunc is the partial branching
fraction above 200 MeV, B(e+X) is the extrapolated full branching fraction, and B(Xe+νe) is the

semileptonic branching fraction after τ → e correction (for D+ and D+
s ). First uncertainties are

statistical and the second are systematic due to uncertainties in B(D+ → τ+νµ) [27], B(D+
s →

τ+ντ ) [25, 26], and B(τ+ → e+νeν̄τ ) [17].

Tag mode Btrunc(e+X) (%) B(e+X) (%) B(Xe+νe) (%)

D̄0 → K+π− 5.958 ± 0.084 6.460 ± 0.091 6.460 ± 0.091
D− → K+π−π− 14.863 ± 0.092 16.147 ± 0.100 16.129 ± 0.100 ± 0.000

D−
s → φπ− 7.002 ± 0.361 7.525 ± 0.387 6.522 ± 0.387 ± 0.079

of secondary electrons is expected to be large in D+
s , so we have included the expected

spectrum component in the extrapolation. The expected branching fractions of these
secondary electrons from the leptonic decays of D+ and D+

s are subtracted from the
fully inclusive branching fraction results to obtain inclusive semileptonic decay branch-
ing fractions. The branching fraction for D+

s → τ+ντ decay is taken from Refs. [25, 26],
B(D+

s → τ+ντ ) = (5.62 ± 0.41 ± 0.16)%. The size of the expected secondary electron
contribution from the unobserved leptonic decay D+ → τ+ντ is based on the known branch-
ing fraction of D+ → µ+νµ decay [27] scaled by the standard model decay rate ratio [17]
Γ(D+ → τ+ντ )/Γ(D+ → µ+νµ) = 2.67. We take the uncertainty in the τ → e correction as
a part of our systematic uncertainty. Branching fraction results are summarized in Table IV
with all above-mentioned efficiency and cutoff corrections.

The laboratory frame electron momentum spectra shown in Fig. 3 are given in tabular
form in Table V.
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FIG. 8: Momentum spectrum fit used to determine the
D+

s semielectronic decay yield below 200 MeV/c. The
black points are sums of the final measured
D+

s ! Xe+⌫e yields (black circles) for the three data
sets from Fig. 7, and the solid blue line is result of the
fit described in the text.

TABLE VI: B (D+
s ! Xe+⌫e) determined from data.

The “Combined” row shows the results of summing
together the yields from the three data sets and fitting
to the summed distribution. Shown uncertainties are
only statistical.

Sample B
�
D+

s ! Xe+⌫e
�

Ecm = 4.178 GeV (6.38± 0.16)%
Ecm = 4.189� 4.219 GeV (5.96± 0.23)%
Ecm = 4.225� 4.230 GeV (6.38± 0.40)%

Combined (6.30± 0.13)%

we perform the matrix inversion and reperform the
analysis with the new inverted matrix. All variations
produce a negligible change in our final result, which
indicates a negligible systematic uncertainty from the
statistical uncertainty of the MC samples as well as
the stability of the algorithm for inverting our e�ciency
matrices.

B. Tracking

Simulation of our tracking e�ciency is studied with
a control sample of radiative Bhabha events. Tracking
e�ciencies as a function of momentum are measured in
each data set, as well as in MC samples produced with the
BabayagaNLO package [28]. The ratios of the measured
e�ciencies in data and MC samples are weighted by
the predicted momentum distribution from signal MC
simulation and the number of single-tag events in each
data set to determine the systematic uncertainty. This
results in a relative systematic uncertainty of 0.7%.

In addition, we investigate the systematic uncertainty
in the individual tracking e�ciency matrix entries. As

we assign a systematic uncertainty for the total tracking
e�ciency, we probe the uncertainty in the individual
entries by keeping the sum of a row of the matrix
constant while varying the individual entries. The
specific variation is as follows:

• (Atrk)i,i�1 ) 1.5 (Atrk)i,i�1

• (Atrk)i,i+1 ) 1.25 (Atrk)i,i+1

• (Atrk)i,i decreases to keep the sum of the column
constant.

This variation is chosen as a conservative estimation of
the uncertainties from FSR and detector resolution. We
see negligible change when we perform such a variation,
so we only assign the previously stated uncertainty for
tracking.

C. PID

Similar to our procedure in assessing the systematic
uncertainty in our tracking e�ciencies, we measure e ID
e�ciencies as a function of momentum and track angle
in radiative Bhabha control samples for each data set.

We also probe the accuracy of the pion-faking-electron
rates from MC simulation via a control sample of pions
collected in each data sample through the decay chains
D⇤+ ! ⇡+D0, D0 ! K�⇡+,K�⇡+⇡+⇡�. To determine
the total uncertainty from PID rates, we simultaneously
vary the e ID e�ciencies and the pion-faking-electron
rates using the central values of the measured data-to-
MC e�ciency ratios and reperform our analysis. This
yields a 0.8% change in the final branching fraction,
which we assign as the relative systematic uncertainty
due to PID.

As our sensitivity to kaon-faking-electron rates is small
due to the relatively few number of kaons, the systematic
uncertainty in kaon-faking-electron rates is neglected.

D. Tag Bias

We follow the procedure laid out in [38], which assigns
a fraction of 1� btag as the systematic uncertainty based
on the particles in the final state of the single-tag D�

s
decay. The specific guidelines for variation of detector-
response parameters are as follows: 1.0% per kaon for
tracking, 0.5% per pion for tracking, and 0.5% per kaon
or pion for PID. For D�

s ! K+K�⇡�, with two kaons
and one pion, the quadrature sum is 2.9%. With btag
from Table IV (including the contribution from D+

s !
⌧+⌫⌧ ! e+⌫e⌫⌧⌫⌧ ), taking 2.9% of 1 � btag yields a
0.03% relative systematic uncertainty. We additionally
propagate the uncertainties in the branching fractions

Ds

  decay offer the opportunity to validate 

the method on experimental data.


Easiest to extrapolate the exp spectrum
then compute total width (0.5% uncertainty)
mean  (0.5%) and variance (1%) for , 
with  a bit less precise

slow convergence (?) of HQE in charm decays 

D(s)

⟨Ee⟩ D+

Ds

BES III
2104.07311



RESIDUAL UNCERTAINTY on Γsl
3

FIG. 1. Scale dependence of �sl at fixed values of the inputs and µkin = 1GeV. Dashed (solid) lines represent the two (three)
loop calculation. In the left plot (µb-dependence) the blue (red) curves are at µc = 3(2)GeV; in the right plot (µc-dependence)
the blue(red) curves µb = mkin

b (mkin
b /2).

uncertainty of 0.6% in �sl and consequently of 0.3% in |Vcb| for our new default scenario, corresponding to µ = 1GeV,
µc = 2GeV and µb = mkin

b /2 ' 2.3GeV.

Beside the purely perturbative contributions, there are various other sources of uncertainty in the calculation of the
semileptonic width [25], but the work done in the last few years has been fruitful. After the O(↵s/m2

b) corrections
[26, 27], the O(↵s⇢3D/m3

b) corrections to �sl have been recently computed in Ref. [20] (the O(↵s⇢3LS) corrections to �sl

follow from the O(↵sµ2
G/m

2
b) and are tiny). They are expressed in terms of mb in the on-shell scheme and of mc(mb).

After converting their result to the kinetic scheme and changing the scale of mc, we find that this new correction,
together with all the terms of the same order generated by the change of scheme, enhances the coe�cient of ⇢3D by
8 to 18%, depending on the various scales. However, the O(↵s⇢3D) terms, after the conversion to the kinetic scheme,
generate new O(µ3↵2

s) and O(µ3↵3
s) contributions that tend to compensate their e↵ect. The resulting final shift on

|Vcb| is +0.05% with µc = 3GeV, µb = mkin
b and +0.1% for µc = 2GeV, µb = mkin

b /2, and we choose to neglect it in
the following.

After the O(↵s⇢3D) contribution, the main residual uncertainty in �sl is related to higher power corrections. The
Wilson coe�cients of the O(1/m4

b , 1/m
5) contributions have been computed [28], but little is known about the

corresponding 27 matrix elements. The Lowest Lying State Approximation (LLSA) [28] has been employed to estimate
them and to guide the extension [5] of Ref. [4] to O(1/m4

b , 1/m
5). In the LLSA, the O(1/m4

b , 1/m
5) contributions

increase the width by about 1%, but there is an important interplay with the semileptonic fit: as shown in Ref. [5], the
O(1/m4

b , 1/m
5) corrections to the moments and their uncertainties modify the results of the fit in a subtle way and the

final change in �sl is about +0.5%, a result stable under changes of the LLSA assumptions [5]. We therefore expect
the O(1/m4

b , 1/m
5) corrections to decrease |Vcb| by 0.25% with respect to the default fit. Although the uncertainty

attached to this value is mostly included in the theoretical uncertainty of the 2014 fit results, we may consider an
additional 0.2%. Further uncertainties stem from unknown O(↵s⇢3LS/m

3
b), O(↵2

s/m
2
b), and O(↵2

s⇢
3
D/m3

b) corrections,
but they are all likely to be at or below the 0.1% level, and of course quark-hadron duality has to break down at some
point. Combining all the discussed sources of uncertainties in a conservative way, we estimate the total remaining
uncertainty in �sl to be 1.2%.

In the end, using the inputs of the 2014 default fit and setting µc = 2GeV, µb = mkin
b /2 for the central value, we

obtain

|Vcb|2014 = 42.48(44)th(33)exp(25)� 10
�3 = 42.48(60) 10�3 (6)

where the uncertainty due to �sl has been reduced by a factor 2 with respect to Ref. [4].

UPDATING THE SEMILEPTONIC FIT

Despite ongoing analyses of the q2 and MX -moments at Belle and Belle II [29, 30], no new experimental result on
the semileptonic moments has been published since the 2014 fit [4]. On the other hand, new lattice determinations

Similar reduction in  dependence. Purely perturbative uncertainty 
(max spread), central values at . 

 effects in the width are known. Additional uncertainty from 
higher power corrections, soft charm effects of , duality violation. 

Conservatively: 1.2% overall theory uncertainty in  (a ~50% reduction)


Interplay with fit to semileptonic moments, known only to  

μkin ±0.7 %
μc = 2GeV, μαs

= mb/2

O(αs/m2
b , αs/m3

b)
O(αs/m3

bmc)

Γsl

O(α2
s , αsΛ2/m2

b)

Bordone, Capdevila, PG, 2107.00604

2loop
3loop

μc = 2GeV

μc = 3GeV

μαs
= mb /2

2loop
3loop

μαs
= mb



QED CORRECTIONS
b c b

`

⌫̄`

(a) (b) (c)

(d) (e) (f)

Figure 1: Sample Feynman diagrams which contribute to the forward scattering ampli-
tude of a bottom quark at LO (a), NLO (b), NNLO (c) and N3LO (d-f). Straight, curly
and dashed lines represent quarks, gluons and leptons, respectively. The weak interaction
mediated by the W boson is shown as a black dot.

(for sample Feynman diagrams see Fig. 1). Moments without cuts are simply obtained
by multiplying the forward scattering amplitude by the weight function (q2)i(q · v)j or
(p` · v)i for the Qi,j and Li, respectively. The leading order prediction is obtained from
the two-loop diagram in Fig. 1(a) where the internal lines correspond to the neutrino,
the charged lepton and the charm quark. The weak interaction is shown as an e↵ective
vertex. To compute QCD corrections up to O(↵3

s) we have to add up to three more loops
(see Fig. 1(b) to (f)).

An exact computation of five-loop diagrams with two mass scales (mb and mc) is out
of range using current methods. We obtain finite charm mass e↵ects by performing
an asymptotic expansion in the parameter � = 1 � mc/mb ⌧ 1, i.e. we expand the
Feynman diagrams around the equal mass limit mc ' mb, which we realize with the
method of regions [22, 23]. We call this approach the �-expansion. The opposite limit
⇢ = mc/mb ⌧ 1 (the ⇢-expansion) was adopted in [7] for the evaluation of the width to
O(↵2

s).

It has been shown that the �-expansion converges quite fast for the physical values of quark
masses � ' 0.7 [16, 19, 24]. Moreover compared to an expansion around the opposite limit
(⇢ ' 0.3), the �-expansion o↵ers two crucial advantages:

1. The number of regions to be calculated is considerably smaller.

2. The �-expansion yields a factorization of the multi-loop integrals which allows us
to integrate at least two loop momenta without applying integration-by-part (IBP)
relations. A computation up to O(↵n

s ) becomes a n-loop problem, even if we start
with (n+ 2)-loop Feynman diagrams.
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In the presence of photons, OPE valid only for total 
width and moments that do not resolve charged 
lepton or hadron properties ( ).  Expect 
mass singularities and  corrections.  

Leading logs  can be easily computed for 
simple observables using structure function 
approach, for ex the lepton energy spectrum

                                            

Eℓ, q2, EX . . .
O(αΛ/mb)

α ln me/mb

( dΓ
dy )

(1)

=
α
2π

ln
m2

b

m2
ℓ ∫

1

y

dx
x

P(0)
ℓℓ ( y

x ) ( dΓ
dx )

(0)

P(0)
ℓℓ (z) = [ 1 + z2

1 − z ]
+

0.0 0.2 0.4 0.6 0.8
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

y

f(
y)

Electron energy spectrum

Bigi, Bordone, Haisch, Piccione PG
2309.02849



Leading contributions
1. Collinear logs: captured by splitting functions

⇠ ↵e

⇡
log2

✓
m2

b

m2
e

◆

2. Threshold effects or Coulomb terms

⇠ 4⇡↵e

9

3. Wilson Coefficient

⇠ ↵e

⇡


log

✓
M2

Z

µ2
� 11
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◆�
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QED

also at subleading power!

M. Bordone

∼
αe

π
log

m2
b

m2
e

discontinuity at threshold

∼
αe

π [ln
M2

Z

μ2
−

11
6 ]



COMPLETE  EFFECTS IN LEPTONIC SPECTRUMO(α)

Typical measurements are completely inclusive, , but QED radiation is subtracted by 
experiments using PHOTOS (soft-collinear photon radiation to MC final states). 

Small but non-negligible differences with PHOTOS in BaBar leptonic moments hep-ex/0403030 

B → Xcℓν(γ)

Ecut �BRBaBar

incl
�BRLL

incl
�BRNLL

incl
�BR↵

incl
�BR

1/m2
b

incl
�BRincl �

0.6 �1.26% �1.92% �1.95% �0.54% �0.50% �0.45% +0.34

0.8 �1.87% �2.88% �2.91% �1.36% �1.29% �1.22% +0.30

1.0 �2.66% �4.03% �4.04% �2.38% �2.26% �2.15% +0.25

1.2 �3.56% �5.43% �5.41% �3.65% �3.43% �3.27% +0.14

1.5 �5.22% �8.41% �8.26% �6.37% �5.73% �5.39% �0.09

Table 2. Relative size of the QED corrections to BRincl(Ecut). The values of Ecut are given in
units of GeV. The entries in the column �BRBaBar

incl are the corrections obtained by BaBar in [44],
while the numbers for �BRLL

incl, �BR
NLL
incl and �BR↵

incl successively include the LL, NLL and complete
O(↵) corrections to the b ! ce⌫ branching ratio. The �BR

1/m2
b

incl numbers include all partonic QED
effects as well as the LL QED corrections to the O(⇤2

QCD/m
2
b) power corrections. The entries in

the column �BRincl represent our best predictions and include besides all partonic QED effects
the power-suppressed LL QED corrections up to O(⇤3

QCD/m
3
b)

�
see (5.2)

�
. The relative shifts in

standard deviations (�) that we obtain when using our best QED calculation to correct the BaBar
measurements are given in the last column. See main text for additional details.

reduction would be larger by around 0.4% if the constant �11/6 had been included in AEW

and not in f(y)
�
cf. (5.1) and (5.2)

�
. As a result when using our best QED calculation to

correct the BaBar measurements we obtain BRincl(Ecut) values that are on average larger
by about 0.2� than the QED corrected values for BRincl(Ecut) given in [44].

The absolute shift of the QED corrections to `1(Ecut), `2(Ecut) and `3(Ecut) is shown
in the three panels in Figure 7. In order to not spoil the strong cancellations between
the quantum corrections to the numerator and the denominator that enter the normalised
central moments [7, 47] we perform a double-series expansion in ↵ and ⇤QCD/mb when cal-
culating the ratios (4.23). In this expansion we keep all the terms up to the order indicated
by the superscript following the notation introduced in (5.2). We add that we have verified
that the expanded and unexpanded results of the central moments are numerically quite
close together. The black curves correspond to the QED corrections estimated by BaBar
in [44] with the help of PHOTOS, while the red (green) lines represent our LL

�
full O(↵)

�

predictions. The grey bands represent the systematic uncertainties that are associated to
the experimental subtraction procedure of QED corrections performed in [44], while the
black error bars correspond to the total uncertainties of the BaBar measurements. From all
three plots it is evident that the LL QED corrections describe the BaBar corrections pretty
well and that the numerical impact of the non-LL O(↵) corrections is notably smaller in
the case of `1(Ecut), `2(Ecut) and `3(Ecut) than for BRincl(Ecut). Still the inclusion of the
term ↵/⇡

�
�f

(1)(y)� 11/6
�

in the calculation of the central moments in general improves
the agreement between the BaBar and our QED corrections. Also notice that in the case
of `2(Ecut) the differences between the BaBar numbers and our best QED predictions are
within the systematic uncertainty band of the PHOTOS bremsstrahlungs corrections, while
this is not the case for `1(Ecut) and `3(Ecut). Given that the systematic uncertainties as-
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Figure 7. Comparison of the absolute shift of the QED corrections to `1(Ecut), `2(Ecut)
and `3(Ecut) as a function of the lower cut Ecut on the electron energy. The colour coding re-
sembles that used in Figure 6.

sociated to the subtraction of QED effects are always a subdominant component in the
total experimental uncertainties, our absolute shifts �`1(Ecut), �`2(Ecut) and �`3(Ecut)

are, however, always fully compatible with the combined errors quoted by BaBar.
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The black curve corresponds to the correction obtained by BaBar 
using PHOTOS, while the red (green) curve corresponds to our QED 
prediction including the LL terms (all QED corrections). The grey 
band represents the systematic uncertainty on the PHOTOS 
bremsstrahlungs corrections that BaBar quotes, while the black error 
bars correspond to the total uncertainties of the QED corrected BaBar 
results. 



Fit Results (PRELIMINARY)
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10 / 11Theory correlations are no longer an issue (IMHO)



Theoretical Correlations
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this concerns  moments only… q2
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Figure 6: Fit results for different data sets (A-F), different choice of µs (G) and of the MS
scale for the charm mass (H). The fit F corresponds to the last row of Table 3.

mass averages are

m
(4)

b (mb) = 4.203(11)GeV , m
(4)

c (3GeV) = 0.989(10)GeV , (3.2)

where we have indicated the number of active quark flavours, which has to be taken into
account in the conversion to the kinetic scheme. Converting m

(4)

b (mb) to m
(5)

b (mb) =

4.196(11) GeV and then using the three loop results of [14, 35] (scheme B) we obtain the
kinetic mass of the b quark

mb(1 GeV) = 4.562(18) GeV . (3.3)

Concerning the charm mass, we observe that the latest FLAG average has a larger un-
certainty than in 2021, due to tensions between different determinations. Our default
input is mc(2 GeV) = 1.094(11) GeV, obtained evolving mc in (3.2) from 3 to 2 GeV.
For ↵

(5)

s (MZ) we use the PDG value 0.1179(9) [40] and we keep the same constraints
µ
2

G(mb) = 0.35(7)GeV2 and ⇢
3

LS = �0.15(10)GeV3 employed in [12].
The QED corrections to the leptonic moments have been recently computed in Ref. [41],

where small but non-negligible differences have been found with respect to the BaBar
estimate based on PHOTOS. We have investigated the importance of these differences in
the context of the global fit. Let us illustrate our procedure with the example of the
branching fraction measured for E` > Ecut, R(Ecut). BaBar has measured [1, 7] a photon
inclusive branching fraction, Rincl(Ecut) and estimated the leading logarithmic soft-photon
QED contribution �R(Ecut) using PHOTOS [42]. The QED-subtracted branching ratio
that we want to compare with our QCD-only theoretical predictions is therefore

RQCD(Ecut) = Rincl(Ecut)��R(Ecut) . (3.4)
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HIGHER ORDER CORRECTIONS TO MOMENTS

complete  corrections to triple differential                                                   
Aquila, Ridolfi, PG, Trott, Czarnecki, Jezabek, Kuhn, … 

complete  corrections to leptonic, hadronic (partly numerical),  moments 
at arbitrary cuts                                                                                                   
Biswas, Melnikov, Czarnecki, Pak, PG, Fael, Herren

 corrections to leptonic, hadronic,  moments without cuts                          
Fael, Schoenwald, Steinhauser

complete  corrections to triple differential,  to width 
and  moments                                                                                                          
Alberti, Healey, Nandi, PG, Becher, Lunghi, Mannel, Moreno, Pivovarov 

power corrections of  and  to triple differential,  
and  for moments                                                                                             
Manohar, Wise, Blok, Koyrakh, Shifman, Vainshtein, Grimm, Kapustin, Mannel, Turzcyk, Uraltsev, Milutin, Vos

O(αs)

O(α2
s ) q2

O(α3
s ) q2

O(αsΛ2/m2
b) O(αsΛ3/m3

b)
q2

O(Λ2/m2
b) O(Λ3/m3

b) O(Λ4/m4
b)

O(Λ5/m5)



HIGHER POWER CORRECTIONS
Proliferation of non-pert parameters  starting 1/m4: 9 at dim 7, 18 at dim 8

Lowest Lying State Saturation 
Approx (LLSA) truncating    

Mannel,Turczyk,Uraltsev
 1009.4622

�B|O1O2|B⇥ =
X

n

�B|O1|n⇥�n|O2|B⇥
see also Heinonen,Mannel 1407.4384

and relating higher dimensional to lower dimensional matrix elements, e.g.

 excitation energy to P-wave states. LLSA might set the scale of effect, but large 
corrections to LLSA have been found in some cases 1206.2296 
ϵ

⇢3D = ✏µ2
⇡ ⇢3LS = �✏µ2

G ✏ ⇠ 0.4GeV

In principle relevant: HQE contains O(1/mn
b1/mk

c )

We use LLSA as loose constraint or priors (60% gaussian uncertainty, dimensional 
estimate for vanishing matrix elements) in a fit including higher powers. 

|Vcb | = 42.00(53) × 10−3 Update of 1606.06174
Bordone, Capdevila, PG, 2107.00604still without

 moments!q2
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Fig. 3. Two-dimensional projections of the fits performed with di↵erent assumptions for the theoretical
correlations. The orange, magenta, blue, light blue 1-sigma regions correspond to the four scenarios
considered in [58]. The black contours show the same regions when the mc constraint of Ref. [59] is
employed.

can be expressed as double expansions in ↵s and inverse powers of mb, schematically

Mi = M
(0)
i

+
↵s(µ)

⇡
M

(1)
i

+
⇣
↵s

⇡

⌘2
M

(2)
i

+

✓
M

(⇡,0)
i

+
↵s(µ)

⇡
M

(⇡,1)
i

◆
µ
2
⇡

m2
b

+

✓
M

(G,0)
i

+
↵s(µ)

⇡
M

(G,1)
i

◆
µ
2
G

m2
b

+M
(D)
i

⇢
3
D

m3
b

+M
(LS)
i

⇢
3
LS

m3
b

+ . . . (10)

where all the coe�cients M (j)
i

depend on mc, mb, Ecut, and on various renormaliza-
tion scales. The dots represent missing terms of O(↵3

s
), O(↵2

s
/m

2
b
), O(↵s/m

3
b
), and

O(1/m4
b
), which are either unknown or not yet included in the latest analysis [12].

It is worth stressing that according to the adopted definition the OPE parameters
µ
2
⇡
, ... are matrix elements of local operators evaluated in the physical B meson,

i.e. without taking the infinite mass limit.
The semileptonic moments are sensitive to a specific linear combination of mc

and mb, ⇡ mb � 0.8mc [57], see Fig. 3, which is close to the one needed for the
extraction of |Vcb |, but they cannot resolve the individual masses with good accu-
racy. It is important to check the consistency of the constraints on mc and mb from
semileptonic moments with precise determinations of these quark masses, as a step
in the e↵ort to improve our theoretical description of inclusive semileptonic decays.
Moreover, the inclusion of these constraints in the semileptonic fits improves the
accuracy of the |Vub | and |Vcb | determinations. The heavy quark masses and the
non-perturbative parameters obtained from the fits are also relevant for a precise
calculation of other inclusive decay rates such as that of B ! Xs� [58].

In the past, the first two moments of the photon energy in B ! Xs� have gen-

C. Schwanda, PG 2013
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Figure 4: Same as in Fig. 3 for h1,2,3.
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