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This talk: 

Introduce the High-Granularity Timing Detector in 
the context of  the next ATLAS upgrade and the 
simulation of  LGAD sensors 

Focus on the simulation of  the multiplication of  
charges in the gain layer and discussion of  current 
models

Some useful links: 

HGTD technical design report

https://cds.cern.ch/record/2719855?ln=en
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High Granularity Timing Detector 

2.2 Detector overview and requirements

2.2 Detector overview and requirements

The HGTD is being designed for operation with hµi = 200 and a total integrated luminosity
of 4000 fb−1. Taking into account the space constraints of the existing ATLAS Experiment,
including the more advanced planning for the tracker upgrade when R&D on the HGTD
began, the HGTD will be located in the gap region between the barrel and the end-cap
calorimeters, at a distance in z of approximately ± 3.5 m from the nominal interaction point.
This region lies outside the ITk volume and in front of the end-cap and forward calorimeters,
in the volume currently occupied by the Minimum-Bias Trigger Scintillators, which will be
removed. The position of the two vessels for the HGTD within the ATLAS detector is shown
in Figure 2.3.

Figure 2.3: Position of the HGTD within the ATLAS Detector. The HGTD acceptance is defined as the
surface covered by the HGTD between a radius of 120 mm and 640 mm at a position of z = ±3.5 m
along the beamline, on both sides of the detector.

The envelope of the detector vessel has a radial extent of 110 to 1000 mm. The envelope in z
is 125 mm, including the neutron moderator, supports, and front and rear vessel covers. A
50 mm-thick moderator is placed behind the HGTD to reduce the back-scattered neutrons
created by the end-cap/forward calorimeters, protecting both the ITk and the HGTD. A
silicon-based timing detector technology is chosen due to the space limitations. The sensors
must be thin and configurable in arrays. In close collaboration with RD50 [4] and few
manufacturers, an extensive R&D program is still ongoing. However baseline sensors that
can provide the required timing resolution in the harsh radiation environments were already
produced by three different vendors. LGAD [5] pads of 1.3 mm ⇥ 1.3 mm with an active
thickness of 50 µm fulfil these requirements. This pad size ensures occupancies below 10%
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High-Granularity Timing Detector (HGTD) expected to be ready for Run4 and HL-LHC phase in 2029  

Built to deal with the high pile-up density (  interactions per bunch crossing)  

Track resolution of  the detector expected to be worse than typical vertex separation (1.6 vertices/mm) 
in the forward region  time measurement allows good vertex reconstruction 

< μ > = 200

→
ATLAS detector

HGTD

HGTD: 

Two disks, inserted between the barrel 
and end-cap calorimeters, coverage in 

 

Consists of  around 8000 modules (each 
module two LGADs plus custom 
electronics) 

Operating temperature at -30 C°, 
maximum fluency at 2.5  /cm

2.4 < η < 4

× 1015 neq
2
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New Inner Tracker (ITk) of  ATLAS will measure the 
longitudinal impact parameter  of  a track 

When the   resolution larger than the typical distance 
between two vertices (e.g. in the forward region for 
HL-LHC)  precision timing allows these vertices to be 
separated 

HGTD designed to provide 30 ps time resolution on tracks 
at the beginning of  Run4 (50 ps at the end) 

Time measurement will act as an additional dimension 
to discriminate between vertices

z0

z0

→ 2.3 Detector layout and optimisation
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Figure 2.6: Resolution of the longitudinal track impact parameter, z0, as a function of h for muons of
pT = 1 GeV and pT = 10 GeV using ITk alone.
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Figure 2.7: Material budget in radiation length X0 (left) and nuclear interaction length l0 (right)
as a function of pseudo-rapidity h, broken down by sub-system and material category for the ITk
Layout [6] and beam pipe.

sizes, both electronic noise and physics occupancy are smaller, while the number of channels
to be instrumented and the cumulative area of inter-pad dead zones are larger. The size
was chosen to give a maximum occupancy of less than 10% in the modules exposed to the
highest particle fluxes near the smallest instrumented radius. The choice also ensures a low
double-hit probability for a single pad in one bunch crossing. Unifying the pad size across
the entire detector also simplifies the production of sensors and assembly of the detector.

Each LGAD module contains 30 ⇥ 15 pads, for a total area of 4 ⇥ 2 cm2. There are in total
8032 modules in the HGTD. The layout of modules was defined by maximising the coverage
and minimising the effect of non-instrumented regions. The overlap between modules on the
front and back of the disk was then optimised to give approximately uniform performance
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High Granularity Timing Detector 
2 Detector Requirements and Layout
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Figure 2.1: Local pileup vertex densities at generator level for two values of hµi: hµi = 30 and
hµi = 200.

the truth interaction time as a function of the z position, for one single Hard Scatter (HS) tt̄
event with hµi=200.

While the tracker resolution in z0 is better than the typical distance between two vertices, the
vertex reconstruction with ITk allows vertices to be separated. This is mainly the case in the
central region (see Figure 2.6). When the z0 resolution degrades, and becomes larger than
the distance between two vertices, precision timing allows these vertices to be separated,
reducing the density of vertices which are considered for a given track. The dispersion in
time, for a given z, is visible in Figure 2.2.

Truth Interaction z [mm]
100− 50− 0 50 100

Tr
ut

h 
In

te
ra

ct
io

n 
tim

e 
[n

s]

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8
ATLAS Simulation

PU interaction
HS interaction

Figure 2.2: Visualisation of the truth interactions in a single bunch crossing in the z–t plane, showing
the simulated Hard Scatter (HS) tt̄ event interaction (red) with pileup interactions superimposed
(black) for hµi = 200.
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2 Detector Requirements and Layout

Figure 2.1: Local pileup vertex densities at generator level for two values of hµi: hµi = 30 and
hµi = 200.

the truth interaction time as a function of the z position, for one single Hard Scatter (HS) tt̄
event with hµi=200.

While the tracker resolution in z0 is better than the typical distance between two vertices, the
vertex reconstruction with ITk allows vertices to be separated. This is mainly the case in the
central region (see Figure 2.6). When the z0 resolution degrades, and becomes larger than
the distance between two vertices, precision timing allows these vertices to be separated,
reducing the density of vertices which are considered for a given track. The dispersion in
time, for a given z, is visible in Figure 2.2.
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Figure 2.2: Visualisation of the truth interactions in a single bunch crossing in the z–t plane, showing
the simulated Hard Scatter (HS) tt̄ event interaction (red) with pileup interactions superimposed
(black) for hµi = 200.
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High Granularity Timing Detector 

New Inner Tracker (ITk) of  ATLAS will measure the 
longitudinal impact parameter  of  a track 

When the   resolution larger than the typical distance 
between two vertices (e.g. in the forward region for 
HL-LHC)  precision timing allows these vertices to be 
separated 

HGTD designed to provide 30 ps time resolution on tracks 
at the beginning of  Run4 (50 ps at the end) 

Time measurement will act as an additional dimension 
to discriminate between vertices

z0

z0

→

HGTD time resolution
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LGAD sensors 4.3 Hybrid HGTD module
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Figure 4.4: Cross section of an LGAD (a) and simulated signal current in LGADs at start and after full
integrated neutron fluence (b).

and inter-pad gaps. These detectors have been exposed to protons, neutrons and X-rays
up to the expected maximum radiation levels (including the safety factors) and intensively
characterized in the laboratory (with probe station, b source, laser) or in beam tests (at CERN,
DESY, FERMILAB).

Under irradiation, the expected decrease of the charge yield can be mitigated by increasing
the bias voltage (up to 750 V operation voltage) and operating at low temperature (−30 �C).
Figure 4.5 summarizes results obtained in the laboratory, with dedicated electronics, for
sensors from different producers exposed to a neutron fluence up to 2.5 ⇥ 1015 neq cm�2. A
charge of 4 fC can be reached up to a fluence of 3 ⇥ 1015 neq cm�2 (Section 5.5.3), providing a
time resolution smaller than 70 ps per hit (Section 5.5.5). The performance of sensors from all
manufacturers is similar, even if before irradiation the optimal operating bias voltage might
be different because the doping profile is different. With a minimal charge of about 4 fC and
a discriminator threshold of about 2 fC, a hit efficiency of at least 95% is expected. For the
largest fluence, the Boron doping in the gain region has been mostly inactivated and half of
the remaining reduced gain is supplied by the bulk diode, due only to the large high bias
voltage applied. The time resolution in this domain is fully dominated by the electronics
jitter, thus dominated by the ASIC performance at low charge.

Intense R&D is still ongoing to improve the radiation hardness with deep narrow doping
implantation and carbon (C) implantation. Depending on the results of these studies,
discussed in detail in Chapter 5, the exact radius of the inner and middle rings might be
optimized. The operating voltage (Vop) needs to be adjusted with respect to the radiation
flux.

71

Sensors made of  15  15 pads of  1.3  1.3 mm , active 
thickness of  50 m 

n-on-p structure with extra p-doped gain layer 

Expected multiplication of  charges in the gain layer to 
produce a gain of  10-20  

Time resolution (start - end of  run):  
Per hit: 30-50 ps  
Per track: 50-70 ps  

Collected charge >4fC, efficiency > 95% in the centre 
of  the sensor 

Test beam campaigns at DESY and SPS to check sensor 
performance with the requirements

× × 2

μ
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Simulation in Allpix2
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Simulation in Allpix : configuration2

Configuration file

Configuration used for the simulation in Allpix: 

TCAD file for electric field, weighting potential obtained from two TCADs at 
different voltages  

TransientPropagation module used for the propagation step, multiplication 
model chosen will be discussed later 

Effective simulation of  electronic response: PulseTransfer and 
CSADigitizer modules chosen, parameters tuned to best match the average pulse 
shape obtained in test beam data  

Threshold on output pulse converted to match the 4fC charge threshold used 
in test beam
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Electric field and weighting field potential
TCAD output for different bias voltages used to simulate electric field in the sensor (very limited in inputs 
available, due to constraints from the vendors) 

Two voltages (30V difference) used to create a weighting potential file also used as input in the simulation as 
described in the manual 

Electric field projection along thickness axis is shown below (32 V/um max for about 1 um GL)

Electric field Weighting potential 

Gain layer

E
(V

/u
m

)

x(mm)
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Simulation in Allpix : goals2
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Figure 10: 2D maps of the e�ciency as a function of hit position in the sensor plane. Figure (a)
was made for the sensor IHEP-1.5 operated at a bias voltage of 400 V. Figure (b) was made for
the sensor FBK-2.5 operated at a bias voltage of 550 V. Both sensors were tested at DESY with a
5 GeV electron beam.

– 16 –

20

● MisaliĀned planes 
● 150 V TCAD simulation vs DESY test beam 2022
● 2D TCAD 

→ Efficiency map not symmetric  
→ Only central part oÿ the sensor can be compared

Efficiency plots

test beam

Efficiency plot ÿor an irradiated IHEP-1.5 
sensor tested at a bias voltaĀe oÿ 400 V [11].

simulation

Efficiency plot ÿor a simulated non-irradiated 
LGAD sensor produced with a TCAD oÿ 150 V 
(simulated ÿor 100k events).

Simulated data passed through Corryvreckan for tracking, and sensor simulated with telescope to obtain 
efficiency maps 

Goal is being able to reproduce test beam data (comparing low level information like collected charge and 
extrapolating on high level observables like efficiency and time resolution)

Simulation Test beam
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Data comparison
Sources of  difference between data and simulation : 

Gain simulation: gain models not very flexible (plus our input electric fields are limited and not perfectly matching 
tested sensors)  gain can be quite different with consequences on all simulated quantities (time resolution, efficiency 
etc etc)  

Electronics: we don’t have the electronic response of  the ASIC (for now): just implemented matching the average 
pulse shape   this data-driven approach probably also not very flexible 

→

→

Example from our experience: 

Gain underestimated (5-6 instead of  10-20 
expected) with Okuto or Massey models 

Had to compensate with ad-hoc correction 
factor  bad approx in the edges of  the sensor 

Next part of  the talk on gain models!

→
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Gain simulation 
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Impact ionisation models are empirical parameterisations of  the expected gain as function of  the electric 
field strength  in the sensor and the temperature  

In general the gain  after a given step in the simulation is expressed as: 

                             

E T

g

g = eαn,p(E,T)l; E > Ethr

Gain simulation models

where  is the step length of  the simulation and  is the 
impact ionisation coefficient (model dependent) for 
electrons or holes  

In Allpix the probability to create a number of  charges  per 
step is implemented drawing a random number  from a 

uniform distribution as:  

Step size in the propagation has to be sufficiently small 
to sample the gain layer (1 um)

l αn,p

n
u

n =
ln(u)

ln(1 − 1/g)

E ~ 32 V/um
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Gain comparison

Okuto-Crowell:

 

Massey: 
      linear in  

JSI model (Howard et al, JINST 17 P10036) : 
      

Optimised models (RD50, E. Currás Rivera, 
M. Moll,10.1109/TED.2023.3267058): model 
parameters updated on LGADs

α(E, T ) = A(T )Ee−( B(T )
E )

2

; A(T ), B(T ) linear in T

α(E, T ) = Ae
−B(T )

E ; B(T ) T

α(E, T ) = A(T )e
−B(T )

E ; A(T ), B(T ) linear in T

Our case

Models have different dependence on  and , either through parameterisation formula or through different values of  the 
parameters (A, B found fitting data):

E T

Parameters found 
on LGADs

α n
(μ

m
−

1 )

https://www.sciencedirect.com/science/article/pii/0038110175900994?via=ihub
https://ieeexplore.ieee.org/document/1677871
https://iopscience.iop.org/article/10.1088/1748-0221/17/10/P10036
https://ieeexplore.ieee.org/document/10114953/citations?tabFilter=papers#citations
https://ieeexplore.ieee.org/document/10114953/citations?tabFilter=papers#citations
https://ieeexplore.ieee.org/document/10114953/citations?tabFilter=papers#citations
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Some calculations  
Same (simplified) calculations to understand the difference between these models in our case: 

Choosing 0.1 um as a step, 10-12 steps in the gain layer with E=32 V/um 

Coefficients  at 32 V/um: 
JSI model                    ^10    ~ 200 (too high) 
Okuto optimised:      ^10      ~ 10 (expected) 
Okuto:                         ^10    ~ 5 (too low) 

l =

α
α = 5.3 um−1 → e0.1*5.3

α = 2 um−1 → e0.1*2

α = 1.4 um−1 → e0.1*1.4

g = eα(E,T)l

1.4

2

5.3

α n
(μ

m
−

1 )

E
(V

/u
m

)
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Charge collection and comparison with test beam

Collected charge distribution between TB and 
simulation: MPV different by less than 5%, compared 
to a factor two with other models 

Residual differences might be explained by differences 
between the electric field of  the TCAD and the sensor 
under test

Okuto optimised model chosen for our case, gain looks as expected: 

Data taken at the SPS, 
non-irradiated LGAD, 
150V 
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Some considerations
JSI vs RD50 optimised models as a case study: 

Both sets of  parameters have been found on LGADs (differently than original Massey/Okuto-Crowell papers) 
JSI electric field in the GL around 27 V/um 
RD50 electric field in the GL higher, and around our TCAD values 
Two models are quite different for E> 20V/um   

Small differences between the simulated electric field and the sensor under test can result in very different gain due to the 
exponential formula 

More complex effects like charge screening might affect the gain in the simulation

are shown in figure 7.

Figure 7: Simulated electric field strength profiles E(x) at the same bias voltage (80V )
for the five studied LGAD types.

The TCAD simulation of gain curves as function of voltage and tem-
perature, followed the same procedure as the experimental work. The gain
for a given voltage was obtained by dividing the simulation result for the
LGAD by the result for the corresponding PIN sensor extracted above full
depletion. The gain was determined by either simulating time resolved TCT
measurements or by simulating steady state leakage current with a homo-
geneous SRH generation across the bulk of the device. Both methods yield
the same gain values for voltages above device depletion and as long as the
regime for gain reduction e↵ects is avoided [14].

All impact ionization models available in the Sentaurus software and the
Massey model were tested using the default parameter sets, i.e. the pub-
lished parameter sets. Figure 8 gives a comparison of the experimental and
simulated gain curves for the Overstraeten model. For better visibility only
data at 20� C are presented. It is clearly visible that the Overstraeten model
with default parameters gives higher gain values than measured. In Figure 9,
data for the LGAD type HPK2-S3 are shown. For the data at 20oC (Figure
9, left) the Massey and Okuto-Crowell models underestimate the gain while

11

Howard et al, JINST 17 P10036 E. Currás Rivera, M. Moll,10.1109/TED.2023.3267058

https://iopscience.iop.org/article/10.1088/1748-0221/17/10/P10036
https://ieeexplore.ieee.org/document/10114953/citations?tabFilter=papers#citations
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Conclusions and next steps

Conclusions: 

Models are not very flexible: they reproduce well the data used for fit performed to obtain their parameters, but fail 
to be extended to a general case 

Limited availability of  TCAD inputs vs tested sensors increases difficulty of  precise benchmarks with data 

Effect of  radiation is not included in the models

Next steps in our studies: 

Time performance studies and benchmark with data 

Working towards understanding the gain simulation for irradiated sensors 

Thank you!
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Back-up 
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HGTD geometry

2.3 Detector layout and optimisation

°-10°-10

(a) First layer

°10°10

(b) Second layer

°10°-10 °10°-10

(c) Overlay

Figure 2.8: The orientation of the readout rows for the first and second layer encountered by a particle,
separately and with the overlay of both. Each layer is rotated in alternating directions by 20°. In the
figures the staves of the three rings are separated by the circular lines.

The relative fraction of tracks as a function of simulated hits per track for each ring can be
found in Figure 2.11.

Inner Ring:
70% sensor overlap

Sensor
ASIC

Cooling plate

Module

120 mm 230 mm 470 mm 660 mm

Middle Ring:
50% sensor overlap

Outer Ring:
20% sensor overlap

20mm

5.5mm 8.4mm 14.5mm

Figure 2.9: The schematic drawing shows the overlap between the modules on the front and back of
the cooling disk. There is a sensor overlap of 20% for r > 470 mm, 54% for 230 mm < r < 470 mm
and 70 % for r < 230 mm.

The material for the HGTD is highlighted in Figure 2.12, which includes the material for the
moderator located behind the HGTD active sensor area.

Beyond pileup mitigation, HGTD can play an important role in the ATLAS HL-LHC physics
programme as a luminometer. An accurate luminosity determination will be a critical
input for precision measurements. The luminosity uncertainty can be a limiting factor to
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2.3 Detector layout and optimisation

Front cover

Double sided 
layers

Peripheral 
Electronics

CO2 cooling 
manifolds

Moderator/ 
Inner part

Outer ring

Moderator/ 
Outer part

Back cover

EC LARG 
Cryostat 

Inner 
ring

Figure 2.4: Global view of the HGTD to be installed on each of two end-cap calorimeters. The
various components are shown: hermetic vessel (front and rear covers, inner and outer rings), two
instrumented double-sided layers (mounted in two cooling disks with sensors on the front and back
of each cooling disk), two moderator pieces placed inside and outside the hermetic vessel.

Pseudo-rapidity coverage 2.4 < |h| < 4.0
Thickness in z 75 mm (+50 mm moderator)
Position of active layers in z ±3.5 m
Weight per end-cap 350 kg
Radial extension:

Total 110 mm < r < 1000 mm
Active area 120 mm < r < 640 mm

Pad size 1.3 mm ⇥ 1.3 mm
Active sensor thickness 50 µm
Number of channels 3.6 M
Active area 6.4 m2

Module size 30 x 15 pads (4 cm ⇥ 2 cm)
Modules 8032
Collected charge per hit > 4.0 fC
Average number of hits per track

2.4 < |h| < 2.7 (640 mm > r > 470 mm) ⇡2.0
2.7 < |h| < 3.5 (470 mm > r > 230 mm) ⇡2.4
3.5 < |h| < 4.0 (230 mm > r > 120 mm) ⇡2.6

Average time resolution per hit (start and end of operational lifetime)
2.4 < |h| < 4.0 ⇡ 35 ps (start), ⇡ 70 ps (end)

Average time resolution per track (start and end of operational lifetime) ⇡ 30 ps (start), ⇡ 50 ps (end)

Table 2.1: Main parameters of the HGTD.

9
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Figure 10: Agreement between the measured and simulated gain, at 20 o
C, after the

optimization of the parameters for the three models indicated in the figure titles.

Figure 11: Impact ionization coe�cients as a function of the electric field at 20 o
C. Co-

e�cients based on the original model values (dashed lines) and the optimized parameters
are shown.

data taken for the five LGAD types between �15 o
C and +40 o

C, a good
agreement between simulated and measured data is found for all tempera-
tures. As example, the results for the HPK2-S1 LGAD type are shown in
figure 12. As shown for the electric field strength dependence in the previous
section, there is not a significant di↵erence between the three impact ioniza-
tion models with optimized parameter sets in the investigated temperature
range. The new ↵n(T ) and ↵p(T ) coe�cients as a function of the tempera-
ture for an electric field of 3.5⇥ 105 V cm

�1 are shown in figure 13. The three
original models were underestimating ↵n(T ), while ↵p(T ) was overestimated
by Massey and Overstraeten, but not by Okuto-Crowell with respect to our
data. Also, despite these three models using very di↵erent formulation for
the temperature dependence of the impact ionization, the ↵n(T ) and ↵p(T )

16

Optimised model from RD50

E. Currás Rivera, M. Moll,10.1109/TED.2023.3267058

https://ieeexplore.ieee.org/document/10114953/citations?tabFilter=papers#citations
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Optimised model from RD50

Figure 12: Measured and simulated gain of the HPK2-S1 LGAD at di↵erent temperatures,
after the optimization of the parameters for the three models indicated in the titles of the
three plots.

Figure 13: New impact ionization coe�cients as a function of the temperature for E =
3.5⇥ 105 V cm

�1. In the plot are included the coe�cients by default for the three methods
too.

coe�cients obtained after the optimization of the parameters are in good
agreement. From the rising deviation of the three models towards the lowest
and highest temperature investigated, di↵erences are expected outside the
temperature window studied here, indicating that any projection towards
lower or higher temperature should be treated with great care.

4.3. Error discussion

To understand the validity of the new parameterization, it is important to
understand the sources and influence of the errors in the method. Taking as
an example the HPK2-S1 LGAD, we show how the errors in the input data
can strongly modify the simulated gain and therefore give di↵erent values for
the impact ionization coe�cients.
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Figure 1: (a) Illustration of a real CMS event with a pile-up of ⇠ 50. From [11]. (b) Simulation of an
ATLAS collision at the HL-LHC with an average pile-up of 200. From [12].

Figure 2: With spatial information only it would not be possible to reconstruct the tracks from this pattern
of hits (left). Including precise timing information enables the reconstruction of tracks by associating time-
compatible hits (right). From [9].

Figure 3: Simplified graphical explanation of how time-tagging tracks by means of a timing layer can be
used to distinguish two vertices that overlap in space. From [7].
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