perfSONAR Monitoring Update

Shawn McKee / U Michigan, Marian Babik / CERN
on behalf of WLCG Network Throughput WG
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+ W I—C: (3 @ Open Science Grid 6
Worldwide LHC Computing Grid :

o Number of bug -fixes since 5.0
o  Weekly meetings with the developers
o Update campaign in WLCG
m Various issues, mostly archiving, but also e.g. legacy limits configuration (fix)
Toolkit support for latest CC7 and Alma/Rocky 8 and 9 compatible systems (Alma).
m Sites should plan to update by June (end-of-life for CentOS7)
5.1 Beta Release
New Grafana interface - replacing toolkit and maddash graphs
Threaded iperf3 support
Enhanced instrumentation, better troubleshooting of archiving issues
OS support: Alma/Rocky 9, Debian 11/12, Ubuntu 20/22 (updated docker),
No support for CentOS 7, Debian 10, Ubuntu 18
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https://www.perfsonar.net/releasenotes-2023-04-17-5-0-0.html#check-your-pscheduler-limits

Network Measurement Platform Status

w& e Our platform collects, stores, configures and transports all network metrics
s | e Evolution based on the perfSONAR 5 already partially implemented.
l%"’é’{- o Now directly publishing results from perfSONARs to ESQUC

o Collector used only as a fallback;

o WLCG CRIC now used for topology
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' Network Measurement Platform Plans

e Evolution based on the perfSONAR 5 already partially implemented.
o Forwarding to UNL and backup to FNAL still to be implemented

o pS Monitoring - update to latest Checkmk and enable SSO authentication
o ps Dashboard - integrate with Analytics Platform/Grafana (retire maddash)
o ps Configuration - clarify development roadmap and support
hboard
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uuuuuuuuuuuu 2 @ Network Analytics
5 e g em Platform Store (long-term) ~ Tape
’’’’ ® HTTParchiver
|y :
: l % elastic % elastic
pS Configuration pS Monitoring RS Dashboaréd

o0
' Jupyter

#52 LHCOPN/LHCONE Mtg



Active perfSONARs

perfSONAR distributions pS NIC MTU
@ 10,000,000,000 g 4.46-1.e17 2.05% ® 5.0.8-1el7 : ® 1,500
1,000,000,000 g 44,‘;‘}'{:1.76'37.025'3050/"_\_3 ® 5.0.8-1el9 s 9,000
® 100,000,000,000 H 5.0.7... 4.62% — ® 5.0.7-1el9 ® 9,216
@ 20,000,000,000 g ® 416-1el7 ® 8992
@ 40,000,000,000 5 e 4.4.4-1el7
® 25,000,000,000 - ® 4.46-1el7
-1,000,000 5.0.7-2.¢l8
200,000,000,000 & 5.0.8-1.6l9 5.0.8-1.el8
@ 100,000,000 - 26.15% ® 4.0.25-1.el6
e 43.2-1el7

Core deployments are still on 10Gbps, we have about 17% with 100Gbps
o For WLCG/OSG testing purposes 10Gbps is still sufficient
o Important to refresh HW along with the update to 5.1
Most of the infrastructure is on 5.0.8, but significant fraction still on CentOS 7
MTU - around 40% on jumbo frames (9000), rest is on standard frames (1500)
We have small testbed with about 10 perfSONARs with BBRv3 enabled
o Enabled testing TCP congestion algorithm benefits and jumbo frame trade-offs
o QOpen for participation

#52 LHCOPN/LHCONE Mtg






" WLCG DC24

WLCG Data Challenge 2024 took place in Feb 2024; targeting 25% of HL-LHC
q(;,, Our DC24 plans included the following:

e Update and utilize perfSONAR to clean up links and fix problems before
DC24.

e Instrument and document site networks, for at least our largest sites.

e Network planning: we need to make sure our sites and their local and
regional networks are aware of our requirements and timeline and are
planning appropriately

e IPv6 should be enabled everywhere not just because of packet marking,
but because it will allow us to get back to a single stack sooner!

@ Open Science

wWLCG
Worldwide LHC Computing Grid

o
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| Worldwide LHC Computing Grid

SITES OVERVIEW SEARCH ALARMS EXPLORE PATHS
Summary Highest number of alarms from site
Status of all sites in the past 24 ® ®
hours s o ik 5 KR-KISTI-GSDC-1-LHCOPNE
(KR): 75
SITE STATUS NETWORK  INFRASTRUCTURE ~ OTHER URL
filter data...
KR-KISTI-GSDC-1-LHCOPNE 75 0 0 [o—
TR-ULAKBIM-LHCONE 1 1 0 [ o atest alarms |
INFN-LNL-2-LHCONE 1 3 0
Greenland
FMPHI-UNIBA 2 1 0 [ oo tatest alarms |
BUDAPEST 2 1 0
Iceland
BEGRID-ULB-VUB 2 1 0 [ oo tatost alarms |
TECHNION-HEP 2 1 1 See latest alarms. Canad;
UKI-LT2-RHUL 2 2 0 [ — ’ e
UnitedState® ¢
NCBJ-LHCOPN 2 2 0 [ o tatest alarms | R p

MAJOR ALARMS

Highest number of alarms from country

United Kingdom: 108

Svalbard

Russia

China

‘‘‘‘‘‘‘‘‘

Network Status dashboard - part of Network Analytics platform - shows network performance
based on perfSONAR measurements. Status (ok/warning/critical/unknown) aggregates network

and infrastructure metrics.

#52 LHCOPN/LHCONE Mtg
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. Site Network Utilisation

WLCG Site Network Input/Output

== |N: praguelcg2 - CZ-praguelcg Mean: 27.4 Gb/s Max: 75.9 Gb/s

3.50 Tb/s == |N: pic - ES-PIC Mean: 41.4 Gb/s Max: 136 Gb/s
3 Tb/s == |N: ifae - ES-IFAE Mean: 41.4 Gb/s Max: 136 Gb/s

== |N: WEIZMANN-LCG2 - IL-WEIZMANN Mean: 2.02 Gb/s Max: 9.39 Gb/s

GEIE IN: USCMS-FNAL-WC1 - US-CMS Mean: 84.4 Gb/s Max: 249 Gb/s
2 Tb/s == |N: UKI-SOUTHGRID-RALPP - UKI-SOUTHGRID-RALPP Mean: 14.0 Gb/s Max: 31.1 Gb/s

== |N: UKI-SCOTGRID-GLASGOW - UKI-SCOTGRID-GLASGOW Mean: 6.58 Gb/s Max: 14.8 Gb/s

1.50 Tb/s IN: UKI-NORTHGRID-MAN-HEP - UKI-NORTHGRID-MAN-HEP Mean: 13.7 Gb/s Max: 33.2 Gb/s
1Tbls IN: UKI-NORTHGRID-LANCS-HEP - UKI-NORTHGRID-LANCS-HEP  Mean: 12.3 Gb/s Max: 24.5 Gb/s
\"'"‘lllﬂuhl == |N: UKI-LT2-RHUL - UKI-LT2-RHUL Mean: 1.78 Gb/s Max: 6.04 Gb/s

500 Gb/s IN: UFlorida-HPC - US-UFlorida-HPC Mean: 3.10 Gb/s Max: 23.8 Gb/s
0 Mb/s ” HH'""[ } } i I | IN: UCSDT2 - UCSD Mean: 9.84 Gb/s Max: 28.2 Gb/s

‘ MHI\!WN I IH“ IN: UAM-LCG?2 - ES-UAM Mean: 4.06 Gb/s Max: 9.50 Gb/s

-500 Gb/s IN: TRIUMF-LCG2 - CA-TRIUMF Mean: 25.4 Gb/s Max: 67.6 Gb/s
IN: TOKYO-LCG2 - JP-University-Tokyo Mean: 32.6 Gb/s Max: 72.4 Gb/s

U IN: TECHNION-HEP - TECHNION-HEP Mean: 3.99 Gb/s Max: 14.0 Gb/s
150 Tb/s == IN: SPRACE - BR-SPRACE Mean: 5.34 Gb/s Max: 26.7 Gb/s
== |N: RWTH-Aachen - DE-RWTH-Aachen Mean: 21.2 Gb/s Max: 105 Gb/s

LU = IN: RO-13-ISS - RO-13-ISS Mean: 7.57 Gb/s Max: 18.8 Gb/s
-2.50 Tb/s == |N: RO-07-NIPNE - RO-NIPNE_1 Mean: 13.7 Gb/s Max: 28.5 Gb/s
== |N: RAL-LCG2 - UK-RAL Mean: 87.8 Gb/s Max: 201 Gb/s

-3 Tb/s == |N: Purdue - US-Purdue Mean: 17.4 Gb/s Max: 59.1 Gb/s
-3.50 Tb/s == |N: Nebraska - US-Nebraska Mean: 19.2 Gb/s Max: 69.9 Gb/s
05/02 08/02 1/02 14/02 17102 20/02 23/02 == |N: NET2 - US-NET2 Mean: 8.43 Gb/s Max: 9.43 Gb/s

Site Network Utilisation - computed from aggregated utilisation (SNMP counters) provided by
sites via simple API. Screenshot shows network utilisation during DC24 as seen by the sites.

+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid
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' Alarms & Alerts Interface

Worldwide LHC Computing Grid

Components

Database
Elasticsearch

REST APl and Web frontend
Node.js + express + pug

Deployment
Docker, K8s, Helm (soon)

Authentication
Globus InCommon

Authorization
API key

Mail
Mailgun

https://psa.osqg-htc.org

(Uses EDUGain/InCommon)
Purpose: provides
user-subscribable alerting for
specific types of network
issues found by analyzing
perfSONAR data

NS

Alerts

o
Il

Y

users

Alarm
Generators

& —

Subscribe A

Web frontend

A !

—»| RESTAPI

\

Two main improvements needed: Acknowledging alerts that are being worked on and adding user

notification mailing lists

#52 LHCOPN/LHCONE Mtg
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https://psa.osg-htc.org/

Home

; Alarms
! Analytics
l& i L P Networking

w' Perfsonar
W' Infrastructure
i ¥ RENs
W path changed
4 W Sites
; w destination cannot be reached from multiple
w destination cannot be reached from any
¥ bandwidth increased from/to multiple sites
¥ bandwidth decreased from/to multiple sites
¥ bandwidth increased
¥ bandwidth decreased
W' source cannot reach any
W high packet loss on multiple links
W high packet loss
Virtual Placement
SLATE
WFMS

Heartbeats

SLATE

Docs

Alarms

Heartbeats

Subscriptions

Current Subscriptions

Profile

Category * Subcategory Event Tags
Networking  Perfsonar bad owd measurements il
Networking  Perfsonar large clock correction 2
Networking  Perfsonar complete packet loss *
Networking  Perfsonar firewall issue MWT2
Networking  Infrastructure indexing *

. . destination cannot be reached from
Networking  Sites :
multiple
5 s destination cannot be reached from
Networking  Sites
any
Networking  Sites high packet loss on multiple links BNL-ATLAS
Networking  Sites source cannot reach any 4
Networking  Sites high packet loss *
. s bandwidth decreased from/to
Networking  Sites : ; *
multiple sites
Networking  Sites bandwidth decreased *

#52 LHCOPN/LHCONE Mtg 13

+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid



" Alarm Types and Relation to perfSONAR Data

Packet loss

m’" All based on perfSonar data » complete packet loss
P firewall issue
@ One-Way Delay P high packet loss

» bad owd measurements (on multiple links)

P large clock correction

Grid

@ Open Science

Throughput

2 idth

0 g p path changed RISCSIOHES (t?‘f:ri\;\t/f mui?;lr: ag?;i)

9 é P destination cannot be reached bandwidth increased

; é > source cannot reach any (from/‘to mu|t|p|e Sites)
=

o
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Search & Explore the Networking Alarms

Yz,
"f%%
S

0-07-NIpNE

03/04/2023 —> 03/05/2023

£\dninu W0y payea 5G Y0UUED UORRURSID

Rounded to the day

List of alarms
BANDWIDTH DECREASED
from to src_site dest_site ipv ipvé last3days_avg %change alarm_link
2023-02-12 04:08 2023-03-05 04:08 AGLT2 RRC-KI-T1 ipv4 false 96 -64 VIEW
2023-02-12 04:08 2023-03-05 04:08 IN2P3-CC FZK-LCG2 ipv4 false 1008 -74 VIEW

+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid =
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" Network Analytics R&D

Worldwide LHC Computing Grid

Investigate ML models/methods to process network measurements

Data-preprocessing, e.g.

o Train neural networks to predict network paths, e.g. help us fill the gaps in traceroute(s)
Build model(s) that represents our network(s)

o Network measurements are inherently noisy and therefore require robust models
Use ML models for anomaly detection (for alerts & alarms)

o  Neural networks (which ones ?), Bayesian/probabilistic approaches,
o Detect anomalies in network paths and bandwidth measurements
o Compare with the existing heuristic algorithms that we have developed

Correlate with other data

o Traceroutes with throughput for example, but also outside of perfSONAR, e.g. FTS
o New types of data appearing (high-touch, scitags, in-band telemetry, etc.)

#52 LHCOPN/LHCONE Mtg 16



" Plans for the Analytics Platform

Production of the anomaly detection based on Bayesian inference
o Uses RTT, traceroutes, TTLs as input and detects anomalies

Continue working on the neural network models that correlate throughputs

a n d t race ro u teS = Throughput trends for router 2001:630:0:10::66. Maximum seen throughput: 7675.0Mb
3500 Rolling Mean (Mb)
o Generating real-world model of our
entire network (all routers)

o  Not only detecting anomalies, but
also trying to pinpoint the location \ | \/
of the issue ’ \\/\\\

Improve infrastructure alarming to the point where we can reliably
differentiate infrastructure and network issues
Network availability dashboard in production

#52 LHCOPN/LHCONE Mtg
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+ W I—C: (3 @ Open Science Grid 6
Worldwide LHC Computing Grid =

Summary

e Updates to perfSONAR and OSG/WLCG network measurement platform
O perfSONAR 5.1 is coming with new features and will require all sites to update OS.
O Plan to adapt the network measurement platform to benefit from changes in 5.1

e Ongoing efforts in network analytics and ML methods for our data
o Focus on pre-processing (gaps, predictive models) and anomaly detection
o  Opportunity to collaborate on models and data sets

e We are preparing monthly meetings with site network teams:

o Discuss how sites are deploying, managing and planning for WLCG networking
requirements
o Next meeting April 18th 10am EST (to join mail wicg-site-net-requests@umich.edu)

e \We have to continue to watch our network monitoring infrastructure as it is
a complex system with lots of areas for issues to develop.

Questions / Discussion?

#52 LHCOPN/LHCONE Mtg
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+ W I—C: (3 @ Open Science Grid 6
Worldwide LHC Computing Grid

OSG/WLCG Networking Documentation

o  https://opensciencearid.github.io/networking/

perfSONAR Infrastructure Dashboard
o https://atlas-kibana.mwt2.0rg:5601/s/networking/goto/9911¢c54099b2be4 7ff9700772¢c3778b7
WLCG DOMA DC24 plans
o  https://indico.cern.ch/event/1225415/contributions/5155042/attachments/2593516/4476291/Data%20Ch

allenge%202024.pdf
perfSONAR Central Configuration

o https://psconfig.openscienceaqrid.ora/

Toolkit information page
o https://toolkitinfo.openscienceagrid.org/

Grafana dashboards
o  http://monit-grafana-open.cern.ch/

ATLAS Alerting and Alarming Service: https://psa.osg-htc.org/

The perfSONAR Dashboard application: htips://ps-dash.uc.ssl-hep.org/
ESnet WLCG Stardust Dashboard:
https://public.stardust.es.net/d/XkxDL5H7z/esnet-public-dashboards?orgld=1

#52 LHCOPN/LHCONE Mtg
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Backup Slides Follow



To organize access to all the various resources we recommend
using our Toolkitinfo page: https://toolkitinfo.openscienceagrid.org/

Reminder: we already have Kibana dashboards looking at
o Bandwidth
o Traceroute
o Packetloss / Latency
o Infrastructure

For this meeting we want to update our recent work towards a user
subscribable alerting and alarming service
o User interface to subscribe is AAAS (ATLAS Alerting and
Alarming Service)
o Tool to explore alerts is pS-Dash (Plotly base perfSONAR
dashboard Ul tool) 452 LHCOPNILHCONE Mig 22



https://toolkitinfo.opensciencegrid.org/
https://atlas-kibana.mwt2.org:5601/s/networking/goto/de4cb9b11785766c425d22494aca4443
https://atlas-kibana.mwt2.org:5601/s/networking/goto/57c537c7a824327dee1f2764c9085651
https://atlas-kibana.mwt2.org:5601/s/networking/goto/bf0c2b7bedfd704dda6080257f20e309
https://atlas-kibana.mwt2.org:5601/s/networking/goto/1aa2d16e9d7c54eef1d873e48b88ea30
https://atlas-kibana.mwt2.org:5601/s/networking/goto/9911c54099b2be47ff9700772c3778b7

' Alarms & Alerts Service

@ Open Science

wWLCG
Worldwide LHC Computing Grid

o

https://psa.osqg-htc.org

(Uses EDUGain/InCommon)
Purpose: provides user-subscribable alerting for specific types of network issues found by
analyzing perfSONAR data

#52 LHCOPN/LHCONE Mtg

23


https://psa.osg-htc.org/

+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid =

Alarms

Analytics
! ¥ Networking
: W' Perfsonar
W Infrastructure
' ¥ RENs
W path changed
4 W Sites
: W destination cannot be reached from multiple
W destination cannot be reached from any
¥ bandwidth increased from/to multiple sites
¥ bandwidth decreased from/to multiple sites
W bandwidth increased
¥ bandwidth decreased
W source cannot reach any
W high packet loss on multiple links
W high packet loss
Virtual Placement
SLATE
WFMS

Heartbeats

SLATE

Docs

Alarms

Heartbeats

Subscriptions

Current Subscriptions

Profile

Category * Subcategory Event Tags
Networking  Perfsonar bad owd measurements ¥
Networking  Perfsonar large clock correction *
Networking  Perfsonar complete packet loss *
Networking  Perfsonar firewall issue MWT2
Networking  Infrastructure indexing *

< . destination cannot be reached from
Networking  Sites !
multiple
X 3 destination cannot be reached from
Networking  Sites
any
Networking  Sites high packet loss on multiple links BNL-ATLAS
Networking  Sites source cannot reach any *
Networking  Sites high packet loss *
. : bandwidth decreased from/to
Networking  Sites . . *
multiple sites
Networking  Sites bandwidth decreased *

#52 LHCOPN/LHCONE Mtg 24



" Alarm Types and Relation to perfSONAR Data

Packet loss

m’" All based on perfSonar data » complete packet loss
P firewall issue
@ One-Way Delay P high packet loss

» bad owd measurements (on multiple links)

P large clock correction

Grid

@ Open Science

Throughput

2 idth

0 g p path changed RISCSIOHES (t?‘f:ri\;\t/f mui?;lr: ag?;i)

9 é P destination cannot be reached bandwidth increased

; é > source cannot reach any (from/‘to mu|t|p|e Sites)
=

o
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WwWLCG

@ Open Science Grid

Worldwide LHC Computing Grid

Vancouver

Los'Angeles

Selected site: UKI-NORTHGRID-LIV-HEP

Alarms reported in the past 24 hours (2023-03-05 19:00 UTC)

+
Finland
@
Norway
Estonia
Ye
Latvia
D K = Kazan
Canada eamay Lithuania 9
Edmonton Site: UKI-NORTHGRID-LIV-HEP BelaTs
Events: path changed between sites,complete packet loss,bandwidth decreased,bandwidth increased,path changed,high packet loss Polan@
Calgary. )
it London® <@g Germany
) Ukraine
Quebec France Austria Moldova
®
Toronto § Serbia O
® : Boston North g
& . o . Spain 4 Istanbul Georgia
: b o B Atlantic 8" 2 g
United States oy o Portugal € Turk Turh
© Greece unsey,
Washington Ocean
Syri
Tunisia s
Morocco Iraq Iran
Houston, oCairo
* - Kuwait
Algeria Uib,
1bya E t
. Western 2k
Mexico Sahara Saudi Arabia
Cuba om
®© Mauritania
MexicoCity - "
Mali Niger
Guatemala Seneqal Chad Eritrea Yemen

#

events
6
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+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid =

BANDWIDTH DECREASED

from

2023-02-12 04:08

2023-02-12 04:08

£\dninu W0y payea 5G Y0UUED UORRURSID

to

2023-03-05 04:08

2023-03-05 04:08

src_site

AGLT2

IN2P3-CC

03/04/2023 —> 03/05/2023

Rounded to the day

List of alarms
dest_site ipv
RRC-KI-T1 ipv4
FZK-LCG2 ipv4

Search & Explore the Networking Alarms

ipv6

false

false

last3days_avg

96

1008

%change alarm_link
-64 VIEW
-74 VIEW

#52 LHCOPN/LHCONE Mtg
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" WLCG perfSONAR Path Statistics

Worldwide LHC Computing Grid

We uniquely identify each traceroute (route IP path) with a SHA1 hash.

count
mean
std
min
25%
50%
75%

max

route-sha1l
19995.000000
19.911678
43.373343
1.000000
2.000000
4.000000
12.000000

377.000000

5264 links tested Link="hop” (IP-to-IP)
4415 traversed nodes  Node="router”

Statistics on the left concern all the “paths” we are
tracking with about 20K unique paths found
About 50% of src-dest pairs have 4 or less paths.

#52 LHCOPN/LHCONE Mtg
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ASN sequence

I,’A;’(";L. [7896, 7896, 293, 293, 293, 293, 293, 293]
[7896, 7896, 293, 293, 293, 293, 293, 293, 43]

[7896, 7896, 7896, 7896, 57, 57, 57, 293, 293, 293, 293, 293, 293, 43]

[7896, 293] 0.3%
Path used in

[7896, 293, 43] 99.3%

[7896, 57, 293, 43] 0.3%

+ W I—C: (3 @ Open Science Grid 6
Worldwide LHC Computing Grid :

K NOTE: Paths denoted by route IP are too noisy; instead use AS number
' Reduced ASNs

[7896, 293]
[7896, 293, 43]

[7896, 57, 293, 43]

Baseline

[7896, 293, 43]

o7

#52 LHCOPN/LHCONE Mtg 30



le: LHCOPN/LHCONE Load Balancing

8\
e,
i\ ¢ Source AS numbers for every hop and the frequency of their occurences at each position (source and destination not included)
- INFN-T1
il
” 2001:760:4205:254::11 1
OFF
i 1 0.8
Destination 1103 1103 1103 1103
0.6
SARA-MATRIX
| 2001:610:108:203a::31 0.4
20965 20965 20965 20965 20965
0.2
Total number of traceroute measures: 280
) Other networking alarms: None found 7 237 .
15} 1 2 3 4 5 6 7 8 9
@
o Position on the path
S BASELINE PATH
‘0
(2]
S Taken in 50% of time Always reaches destination: NO
Q
o
1103 At position Typically goes through Changed to
/ 3 513 20965
ALTERNATIVE PATHS CERN, CH GEANT The GEANT IP Service, NL
-'E Taken in 50.0% of time Always reaches destination: NO
(O] At position Typically goes through Changed to
= 3
5 20965 | 1103 4 513 20965
o CERN, CH GEANT The GEANT IP Service, NL
5
o
(3] Taken in 0.0% of time Always reaches destination: NO
5 At position Typically goes through Changed to
[}
-'g 137 8 513 20965
% CERN, CH GEANT The GEANT IP Service, NL
=}
s
At position Typically goes through Changed to
. 6 1103 20965
SURFNET-NL SURFnet, The GEANT The GEANT IP Service, NL
Netherlands, NL
wee— .- °N/LHCONE Mtg 31



+ W I_C: (3 @ Open Science Grid
Worldwide LHC Computing Grid

USCMS-FNAL-WC1->CERN-PROD

Source

USCMS-FNAL-WC1
131.225.205.23

Destination

CERN-PROD
128.142.208.134

Total number of raceroute measures: 248
Other networking alarms: None found

BASELINE PATH

Taken in 99% of time Always reaches destination: NO

ALTERNATIVE PATHS

3152
Always reaches destination: NO

Taken in 0.0% of time Always reaches destination: NO

Taken in 1.0% of time

293

OFF

At position
3

At position
4

At position

5

293 293 NS

OFF OFF | OFF OFF

291
513 513 513 513 Pk 513

Position on the path

Typically goes through

513
CERN, CH

Typically goes through

513
CERN, CH

Typically goes through

513
CERN, CH

291

513

291
513 513 513 0.4

AS numbers for every hop and the frequency of their occurences at each position (source and destination not included

12 13
Changed to
291

ESNET-EAST, US

Changed to

293
ESNET, US

Changed to

293
ESNET, US
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@ Open Science Gri

wWLCG
Worldwide LHC Computing Grid

USCMS-FNAL-WC1 to NDGF-T1

Source % &£ %00d® % © 00%0%0 Po © % 000 00,050 ¢fe0®eo B0 0 o © OWe0 ©
USCMS-FNAL-WC1 1o o
800
Destination
"
2 600
NDGF-T1 [
=
400
. 0,
Change: -100%
200
Total number of throughput measures: 71 6 @ ° o0
Other networking alarms
| High packet loss: 2 | High packet loss on multiple links: 1 | Aug 25 Aug 28 Aug 31 Sep 3 Sep 6 Sep 9 Sep 12
2022
dt
push A sre dest sre_host dest_host. ipvé sre_site src_vo dest_site dest_vo sre_production dest_production tinestamp throughput pair at MBps
filter da
225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov false uNKzOWN NDGE-T1 atLas true true 1661561263000 104816 131.225.205.23->10 .88 2022-08-27T00:47:43 1048.16
se|  131.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov perf: false|  USCHS-F UNRNOWN NDGF-T1 ATLAS true true 1661618925000 952946516 131.225.205.23->109.105.124.88  2022-08-27T1 952.95
false 225.205.23 131.225.205.23 109.105.124.88  psonar3.fnal.gov perfsonar-ps2.ndgf.org false USCMS-FNAL-WC1 NDGF-T1 ATLAS true true 16626262390 1045220096 131.225.205.23->109.105.124.88  2022-09-08T08 1045.22
false  131.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov perfsonar-ps2.ndgf.org false UNKNOWN ¥DGF-T1 ATLAS true true 1661678463000 1072068304 131.225.205.23->109.105.124.88 | 2022-08-28T09:21 1072.07
131.225.205.23  131.225.205.23  109.105.124.88  psonmar3.fnal.gov perfsonar-ps2.ndgf.org false UNKNOWN NDGE-T1 atLas true true 1662439905000 1072905581 131.225.205.23->109.105.124.88  2022-09-06T04:51:45 1072.91
31.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov  perfsonar-ps2.ndgf.org false uNKNOWN NDGF-T1 aTLAS true true 1661659004000 1073324325 131.225.205.23->109.105.124.88  2022-08-28T03:56:44 1073.32
false  131.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov perfsonar-ps2.ndgf.org false uNKxOWN atLas true true 1662672411000 1074163359 131.225.205.23->109.105.124.88  2022-09-08T21:26:51 1074.16
false  131.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov perfsonar-ps2.ndgf.org folse  USCMS-FNA UNKNOWN NDGE-T1 ATLAS true true 1662902418000 1071231326 131.225.205.23->109.105.124.88  2022-09-11713:20:18 1071
131.225.205.23 131.225.205.23 109.105.124.88 psonar3.fnal.gov perfson: 52.ndgf.org false USCHS- AL-WC1 UNKNOWN true true 1662093921000 108591, 131.225.205.23->109.105.124.88  2022-09-02T04:45:21 1085.91
false  131.225.205.23  131.225.205.23  109.105.124.88  psonar3.fnal.gov perfsonar-ps2.ndgf.org false|  USCHS-FNAL-NC1 ONKNOWN NDGE-T1 AtLAs true true 1662696230000 1068710540 131.225.205.23->109.105.124.88  2022-09-09T04:03:50 1068.71
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Worldwide LHC Computing Grid

Nebraska -> RAL-LCG2

Source

Nebraska
2600:900:6:1102:2eea:7fff:fef5:d140

Destination

RAL-LCG2
2001:630:58:1820::82f6:b06d

Total number of traceroute measures: 280
Other networking alarms: None found

BASELINE PATH
Taken in 99% of time Always reaches destination: NO
11537 0965

ALTERNATIVE PATHS

Taken in 1.0% of time Always reaches destination: NO

Always reaches destination: YES

7896 64 786

Taken in 0.0% of time

— Example: Fail-over to Commodity Network

AS numbers for every hop and the frequency of their occurences at each position (source and destination not included)

6461
6939

7029

OFFY OFF OFF OFF

786 786 786 786 786 786 786 786 786 2§

1299 1299
20965 20965 pdiElel)

3257

6939

ofr el OFF OFF

11537 11537 11537 11537 11537 1153758k

7896 7896 7896 7896

1 2 3 4 5 6 7

At position

4

At position

7

At position

7

Position on the path

Typically goes through

11537
INTERNET2-RESEARCH-EDU, US

Typically goes through

11537
INTERNET2-RESEARCH-EDU, US

Typically goes through

6461
ZAYO-6461, US

0.8
0.6

0.4

Changed to

7029
WINDSTREAM, US

Changed to

6939
HURRICANE, US

Changed to

6939
HURRICANE, US

#52 LHCOPN/LHCONE Mtg

34



.~ Challenges and Ongoing Work

source

. BNL-ATLAS
closest 2 hops

destinations
IN2P3-CC . IFIC-LCG2
CA-VICTORIA-
. WESTGRID-T2 TRIUMF-LCG2

. FZK-LCG2 . IN2P3-LPSC
. RAL-LCG2
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. Correlating Tests with Paths: Two Timescales

'i; N O Latency tests: every minute
oy 1 . Throughput tests: 6-24 hours
. The problem: All tests run independently
’ Traceroute tests: every 10 min
How do we combine them?
3 10 min
;, Latency + traceroute | |
@ Time
1 min
g £ Throughput + traceroute 10 min
g e —@p—@—@—l—0—0—0—0— - O HO—
£ | I
6-24 hours

%

#52 LHCOPN/LHCONE Mtg 36




-~ Connecting Throughput to Traceroute

Can we consider the trace routes closest in time to the throughput records?

Throughput + traceroute
g <10l 00 <{W;m

. Throughput tests: once a day ‘ Traceroute tests: every 10 min

@ Open Si

Our starting choice: Use both tracepaths (just before; just after) as valid paths and
attribute BW to both.

wWLCG
Worldwide LHC Computing Grid

Have to see if this is superior to just using the last measured route before the
measurement...

o
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z Attaching Throughput Results to Sets of Routers/Links

.\ Each colored box represents a specific router along the path

M. paths
1770 Mb
: 430 Mb
Site Site2
@3 source 2 Mb destination
: 24 Mb

wWLCG
Worldwide LHC Computing Grid

o
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A I_C: G @ Open Science Grid ’ i:;\ P\ W55 A 4
Worldwide LHC Computing Grid -- - % g

] 1770 Mb
] 430 Mb

2 Mb

Each router on the path gets the closest
(in time) throughput values

#52 LHCOPN/LHCONE Mtg
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] Checking Router Results vs Time

@ Open Science

wWLCG
Worldwide LHC Computing Grid

o

Max bandwidth seen: 16 307 Mb

time

1770 420 1630711002 300

1200 56 1868 18 18 33 47
o ® o o

Look for a down trend
(threshold below 10% of the max throughput)

T

10563 9843 120

Max bandwidth seen: 1868 Mb

10 10
D ®

Is everything OK
with/around that router?
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Each point represents the throughput values collected when the node was on the path
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. Other Activities / Plans

Working to organize and annotate our data for ML/Al work (Petya Vasileva)

.,(,‘ Working with the RNTWG (see previous RNTWG update talk) on identifying
and monitoring network traffic details via the SciTags initiative.

Exploring other network monitoring activities in the perfSONAR space
3 including ARGUS

Planning to augment WLCG-CRIC (yesterday’s discussion) network meta
data (which paths/networks are LHCOPN / LHCONE / Research&Education
/ Commercial)

@ Open Science
ng Gri

wWLCG
Worldwide LHC Computing Grid

o
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https://wiki.geant.org/display/netdev/Argus
https://wlcg-cric.cern.ch/

“ Distributions of Throughput

Distribution of the minimum

.~--'~‘ (P min=0 - 199
; probability=0.7623907

0.6
>
£
=
© 0.4
o
[}
<
a
0.2

ak 6k 8k 10k 12k 14k

min

Distribution of the maximum

probability

Al =

20k

+ W I—C: (3 @ Open Science Grid @
Worldwide LHC Computing Grid -

probability

Distribution of the average

avg=250 - 750
probability=0.1428571

8k 10k 12k 14k
avg
Distribution of the mode
mode=0 - 499
probability=0.2638484
z 0.2
E
[+
o
2 o1
% 5k 10k 15k
mode
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. WLCG Network Throughput Support Unit

@ Open Science

wWLCG
Worldwide LHC Computing Grid

o

Support channel where sites and experiments can report potential network
performance incidents:

e Relevant sites, (N)RENs are notified and perfSONAR infrastructure is used
to narrow down the problem to particular link(s) and segment. Also tracking
past incidents.

e Feedback to WLCG operations and LHCOPN/LHCONE community

Most common issues: MTU, MTU+Load Balancing, routing (mainly remote
sites), site equipment/design, firewall, workloads causing high network usage

As there is no consensus on the MTU to be recommended on the segments
connecting servers and clients, LHCOPN/LHCONE working group was

established to investigate and produce a recommendation. (See coming talk :) )
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https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit
https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit
https://indico.cern.ch/event/725706/contributions/3120030/attachments/1743507/2821722/LHCONE-MTU-recommendation.pdf
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End-to-end network issues are difficult to spot and localize
o Network problems are multi-domain, complicating the process
o Performance issues involving the network are complicated by the number of components
involved end-to-end
o Standardizing on specific tools and methods focuses resources more effectively and
provides better self-support.

Network problems can severely impact experiments workflows and
have taken weeks, months and even years to get addressed!

perfSONAR provides a number of standard metrics we can use
o  Latency, Bandwidth and Traceroute
o  These measurements are critical for network visibility

Without measuring our complex, global networks we wouldn’t be able
to reliably use those network to do science
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