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Architecture

FTS
B Transfer Network - Network
m — ; Broker ’ Intelligence Monitoring
. Ea :

SDN
controller

O O

NOTED (Network Optimized Transfer of Experimental Data)

An intelligent network controller to improve the throughput of large data transfers in FTS (File
Transfer Services) by handling dynamic circuits.




Elements

FTS (File Transfer Service):

0 Analyse data transfers to estimate if any action can be applied to optimise the network
utilization — get on-going and queued transfers.

CRIC (Computing Resource Information Catalog):

0 Use the CRIC database to get an overview of the network topology — get IPv4/IPv6
addresses, endpoints, rcsite and federation.

‘ F T S c R Ia eIastEearch

File Transfer Service

Computing Resource Information Catalog

024 - LHCOPN/ONE NOTED: Network Optimised Transfer of Experimental Data 7




Modes of operation

CUSTOM

NOTED is working based on the
parameters written in a config.yaml
file by the network administrator to
monitor FTS data transfers NOTED
(Network Optimized

Transfer of

Experimental Data)

LHCONE

When CERN NMS raises an alarm on an interface
in one of the LHCONE border routers, NOTED
identifies the Tier 2, Tier 3 and starts to monitor
FTS data transfers — automatically!

0 Much more complex for LHCONE since a single path is shared by multiple sites ~ 100.

LHCOPN

When CERN NMS raises an alarm on
an interface in one of the LHCOPN
border routers, NOTED identifies the
Tier 1 and starts to monitor FTS data
transfers — automatically!




States of execution

Q

Qa

Decision-making: NOTED is making the network decision
to potentially execute an action or not.

Running: NOTED is running but there are no transfers in
FTS so NOTED is waiting and running until the
link-saturation alarm is cleared.

Monitoring: NOTED is running and there are on-going
FTS transfers, but they are below the defined bandwidth
threshold that we establish.

Action: NOTED is running and has triggered an SDN
action to provide more bandwidth.

Stopped: NOTED has stopped because there are no

. Decision-making

transfers in FTS and the link-saturation alarm has cleared.

il April 2024 - LHCOPN/ONE
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NOTED a|armS in MONIT Grafana [Link to the dashboard)]

NOTED Alarms  ©
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Alarm name

CH-CERN to CA-TRIUMF
DE-KIT to GA-TRIUMF
CH-CERN to FR-CCIN2P3
DE-KIT to CA-TRIUMF
ES-ATLAS-T2 to CH-CERN
FR-CCIN2P3 to CH-CERN
RO-LCG to CH-CERN
ES-PIG to CH-GERN
FR-GRIF to CH-CERN
IT-INFN-T2 to CH-CERN
UK-SouthGrid to CH-CERN
AU-ATLAS to CH-CERN
CH-CERN to CA-TRIUMF
CH-CERN to DE-KIT
CH-CERN to DE-KIT

NL-T1 to CH-CERN

DE-KIT to CH-CERN

Version NOTED status  NOTED action SDN status

CUSTOM m Spectrum generated an alarm: NOTED is inspecting FTS. Not provided

U5 el Monitoring o transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

CUSTOM The large data transfer is finished.

LHCONE An action on the link may be required: number of events: 1. Throughput [Gb/s]: 412  Not provided
T IR on-seing sow. s tvougnput (st 494

LHCONE The large data transfer is finished.

LHCONE Monitoring  No transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

LHCONE

LHCOPN The large data transfer is finished.

Do | reion [
LHCOPN The large data transfer is finished.

LHCOPN Monitoring  No transfers found in FTS. NOTED is still running until Spectrum clears the alarm.  Not provided

LHCOPN An action on the link may be required: number of events: 1. Throughput [Gb/s]: 6.48 Not provided
LHCOPN m Spectrum generated an alarm: NOTED is inspecting FTS. Not provided

The large data transfer s finished.

Not provided

Max FTS Throughput [Gb/s] Interface

0

9.94

7.52 1513-e-rfjupl-1_irb111

103 I513-e-rjupl-1_irb111

1513-e-rjup1-1_irb111

279 1513-e-rjupl-1_irb111

8.79  I513-e-rjup1-1_irb.3530

315 I513-e-rjupl-1_irb.2126

0 I513-e-rjupl-1_irb.3530

1513-e-rjup1-1_irb.3530

1513-e-rjup1-1 irb.3530



https://monit-grafana.cern.ch/d/hOij3uC4z/noted-alarms?orgId=14&refresh=5s

NOTED demo at DC24 (rcopn, LHcoNE versions)
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NOTED demo at DC24 (rcopn, LHcoNE versions)
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NOTED demo at DC24 (rcopn, LHcoNE versions)

Load balance Load balance : Load balance

ES-PIC load
balancing between
LHCOPN and
LHCONE (from 215t
to 23" of February
2024)

oo} i : : : :

Total
0b 9496b 339Gb 40200 309Tb
0b 13300 73266 2870b 668To
Incoming E5-PIC to CERN 0b 9590 s45Gb  160Gb 497To
= LHCOPN Outgoing CERN to ES-PIC 0b 130b 440Gb  5350b 402Tb

CERN




DC24 participants

0 Monitoring of LHCONE and LHCOPN links at CERN.
0 For CA-TRIUMF: load balance with their backup link.
0 For ES-PIC and DE-KIT: load balance between LHCOPN and LHCONE.

0 Dry-run mode for the rest of Tier 1's.
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Packet pacing




Motivation

0 Improve performance of data transfer:
* being more resilient to packet loss
* better fitting in buffer-constrained networks
* reducing load on sending hosts

* more effectively sharing available bandwidth

il April 2024 - LHCOPN/ONE NOTED: Network Optimised Transfer of Experimental Data 16




B B R (Bottleneck Bandwidth and Round-Trip Time)

0 TCP congestion control algorithm developed by Google and standardised within the IETF

O Seeks to achieve maximum throughput with minimum congestion, while also keeping
queues short which minimises delay

Q In traditional loss-based algorithms (CUBIC, RENO,), the sending rate is given by the size
of the congestion window, and the sender node may send packets in bursts, up to the
maximum rate of the sender’s interface. Thus, traditional algorithms rely on routers’
buffers to absorb packet bursts. BBR uses packet pacing to set the sending rate to the
estimated bottleneck bandwidth. The pacing technique spaces out or paces packets at the
sender node, spreading them over time.

0 BBRv3 vs BBRv1: better coexistence with RENO/CUBIC and lower loss rate

BBRv3 is not available yet on any of the WLCG recommended Linux distributions

il April 2024 - LHCOPN/ONE NOTED rk Optimised Transfer of Experimental Data 17




Testbed used for preliminary tests

0 PerfSONAR hosts located at CERN, ESnet and JISC

0 Run 100 tests with iperf3 and perfSONAR scheduler for IPv4/IPv6 by using a Python script
* Single stream

e Duration: 60 sec
* For different congestion protocol: CUBIC, RENO, BBRv1 and BBRv3

Q The data is exported to Elastic Search and MONIT Grafana

CERN
(perfSONAR server)
CERN ESnet
(perfSONAR (perfSONAR server)
testpoint)

JISC

(perfSONAR server)

NOTE: the perfSONAR servers are not properly tune (yet)




Monitoring system: Grafana

Q Throughput, latency, losss, RTT and hops measurements

LY mw




Preliminary tests: summary for [Pv4

a MTU = 9000

Q0 For CERN hosts: we don't see an improvement by using BBR — maybe we reach the CPU limit
or is due to the proximity of the 2 servers, they are on the same rack

Q For ESnet hosts: by using BBR we get 1 Gb/s more throughput in comparison with CUBIC and 2
Gb/s more in comparison with RENO

Q For JISC hosts: by using BBR we get 4 Gb/s more throughput in comparison with CUBIC and 11
Gb/s more in comparison with RENO

Summary IPva
I Throughput Retransmits RTT

Protocol IP version Streams Max Avg Max Max
pse0i-gva.cem.ch 22.0 Gbls 18.5 Gbls
pse01-gva.cem.ch 224 Gbls 18.5 Gbls
pse0i-gva.cem.ch 22,6 Gbls 19.0 Gbls
pse01-gva.cem.ch 21.9 Gbis 13.9 Gbls

Hops Latency Loss
Avg Max Avg Max Avg [

0.043 ms.
0.163 ms.

0550 ms.
0.820 ms.

Ibl-dev-din.es.net 9.13 Gbls 7.67 gbis
Ibl-dev-din_es.net 9.48 Gbls 6.76 Gbls
Ibl-dev-din_es.net 1Pvd 9000 9.01 Gbls 883 Gbls

0
Ibl-dev-din s net 9.00 Gbis 867 Gbis
ps-londan-b 1 36.9 Gbis
ps-london-b ja.net|RENO 1Pv4 9000 1 35.8 Gbis 392 ms 464ms 17 16.1 - - - -
ps-london-b ja.net|BBR1 1Pv4 9000 1 36.7 Gbis 274 ms 332ms 16 155 9.30ms 8.80ms 0 9
ps-london-b ja.net|BBRV3 1 322 Gbis 377 ms 705ms 16 156 9.38ms 8.89ms 0 9

il April 2024 - LHCOPN/ONE NOTED: Network Optimised Transfer of Experimental Data




Preliminary tests: summary for IPv6

a MTU = 9000

Q For CERN hosts: by using BBR we get 2 Gb/s more throughput in comparison with CUBIC and
1 Gb/s more in comparison with RENO

Q For ESnet hosts: by using BBR we get 1 Gb/s more throughput in comparison with RENO and
no gaining in comparison with CUBIC

Q For JISC hosts: by using BBR we get 5 Gb/s more throughput in comparison with CUBIC and 12
Gb/s more in comparison with RENO

Summary IPvE

Throughput Retransmis RTT
Max Avg
18.6 Gbis 14.9 Gbls
pse01-gva.cern.ch 19.1 Gbis 15.1 Gbls - -
pse01-gva.cern.ch 22.9 Ghis - - - - 0460 ms 00728 ms
pse01-gva.cern.ch 23.1 Gbls - - - 0.780 ms 0.173 ms

Hops Latency Loss
Avg Max Avg Max Avg Max

Protocol IP version Streams Max
pse0i-gva.cern ch

Ibl-dev-din.es.net
Ibl-dev-din_es.net
Ibl-dev-din_es.net
Ibl-dev-din_es.net

9.47 Gbls 8.40 Gbls
9.48 Gbls 7.67 Gbls
8.98 Gbls 8.82 Gbls
5.97 Gbls 581 Gbls

ps-london-b ja.net| CUBIC 35.8 Gbis 25.3 Gbls

os-london-bw.pert ja.net [RENO 363Ghis | 18,6 Gbis - - - - -
ps-london-bw.pert 3.9 Gbls - - 329 ms 626ms 17 166] 9.27ms 8.78ms 0.007]
ps-london-b 34.4 Gbls - - 208 ms 441 ms 17] 165 962ms 887 ms 002]




Preliminary MSS testing: summary for |Pv4

0 BBRvl and BBRv3 for MSS = 1500, 2048, 4096 and 8192

Summary MSS IPv4
Retransmits Latency

Throughput
Streams. Max

Protocol IP version

pse0i-gva.cem.ch 235 Gbls 0.680 ms 0.160 ms 0|
pse01-gva.cem.ch 225 Gbls - 0.440 ms 0.101 ms 0.007 0|
pse01-gva.cem.ch 226 Gbls - 0.620 ms 0.0763 ms 0. oﬁ' 9
psed1-gva.cem.ch 23.1 Gbls - 0.450 ms 0.0813 ms 0.007, 0|
psedi-gva.cem.ch BBRv3 Pvd 1500 1 227 Gbls 13.9 Gbls mﬁ' 175 - 1.03ms 0.126 ms o 0|
pse01-gva.cem.ch BBRv3 Pvd 2048 1 237 Gbls 14.1 Gls 1772 205| - 0.580 ms 0.132ms 0.003] 0|
pse01-gva.cem.ch BBRv3 Pvd 4096 1 211 Gbls 14.1 Gls 2086/ 204 - 0.630 ms 0.116ms. 0.018] 0|
pse01-gva.cem.ch BBRv3 [ 8192 1 21.0 Gbls 13.0 Gls, 1335 151 - 0.530 ms 0.156 ms 0 0

Ibl-dev-din.es.net BBRv1 [ 1500 1 8.98 Gbls 8.86 Gbls 385 ms 154 ms 18] 18] 789ms 753 ms [] 0|
Ibl-dev-din.es.net BBRv1 Pv4 2048 1 9.00 Gbls 8.87 Gbls 460 ms 158 ms 18] 18] 77.8ms 751 ms 0.013] 9
Ibl-dev-din.es.net BBRv1 Pv4 4096 1 9.00 Gbls 8.87 Gbls 370 ms 154 ms 18] 18] 76.4ms 752 ms [] 0|
Ibl-dev-din.es.net BBRv1 IPv4 8192 1 897 Gbls 8.86 Gbls 628 ms 158 ms 18] 18 79.7ms 753 ms o 0
Ibl-dev-din.es.net 897 Gbls 8.82 Gbis 75.9ms 75.1ms 0.042] 9
Ibl-dev-din.es.net 8.90 Gbls 8.76 Gbis 76.1ms 75.1ms [ o
Ibl-dev-din.es.net 8.97 Gbls 8.90 Gbis 0|
Ibl-dev-din.es.net 8.99 Gbls 8.01 Gbls 0

537Gbls | 3.97Gbls 0 0
147Gbls | 9.91Gbls 9ms 855 ms [) 0
28.7 Gbis 9.17ms 851ms [) [
ps-london-bw.perf ja.net| BBRv1 35.2 Gbis 9.08ms 847 ms 0 0
ps-london-t ja.net| BBRVS. Pvd 1500 1 7.82 Gbls 3916bs | 843ms 28.5ms 16] 16| s.1ams 8.52 ms 0 0|
ps-london-bw.perf ja.net| BBRVS. 1Pva 2048 1 121Gbls | 852Gbis 388 ms 380ms 16 16 g18ms 8.66 ms o o
pe-london-buperf ja.net| BBRV 1Pus 4006 1 266 Gbls 829 ms 253ms 16 16 987ms 8.80 ms o o
ps-london-buperf ja.net| BBRV 1Pus 8192 1 28.8 Gbis 245 ms 345ms 16 6] o4rms 868 ms o o
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Preliminary MSS testing: summary for |Pv4

0 BBRvl and BBRv3 for MSS = 1500, 2048, 4096 and 8192

0 For CERN hosts: we don't see any improvements by setting different MSS — why?
0 For ESnet hosts: we don't see any improvements by setting different MSS — why?
0 For JISC hosts:

* For MSS = 4096 we can get 13 Gb/s more throughput in comparison with MSS =
2048 and 19 Gb/s more in comparison with MSS = 1500

* For MSS = 8192 we can get 17 Gb/s more throughput in comparison with MSS =
2048 and 24 Gb/s more in comparison with MSS = 1500
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Preliminary MSS testing: summary for IPv6

0 BBRvl and BBRv3 for MSS = 1500, 2048, 4096 and 8192

Summary MSS IPV6
Throughput Retransmits

Max Avg

Latency

Streams Max Avg Max

pse0i-gva.cem.ch 1 227 Gbis 16.8 Gbis - - - - 0.580 ms 0.160 ms 0 0
pse01-gva.cem.ch 1Pve 2048 1 22.8 Gbis 16.9Gbis - - - 0.380 ms. 0.0848 ms 0012, 0
pse01-gva.cem.ch 1Pve 4006 1 22.6 Gbis 16.9Gbis - - - 0550 ms. 0.123 ms 0.002, 0
pse01-gva.cem.ch 1 23.2 Gbis 17.2 Gbis - - - 0470 ms 0.0968 ms 0,007, 0
psed1-gva.cem.ch BBRV3 1Py 1500 1 26.0 Gbis 17.3Gbis 11993 2614] - - - 0470 ms 0.0986 ms 0.003] 0
psed-gva.cem.ch BBRV3 [ 2048 1 25.8 Gbis 17.3Gbis 9855} 2965/ - - - 0.440 ms 0.129 ms 0.003] 0
pse0i-gva.cem.ch BBRV3 1Pv6 4096 1 25.0 Gbis 16.7 Gbis 10958 2954) - - - 0.640 ms 0.120 ms 0.007, 0
pse i-gva.cem.ch BBRV3 [ 8152 1 23.6 Gbis 17.2 Gbls 9483 2851 - - - 0.440 ms. 0.0928 ms 002, 0

Ibl-dev-din.es.net BBRV1 1Pv6 1500 1 8.98 Gbis 8.83 Gbls - 336 ms 163 ms 11 10| 761ms 752 ms 0 [
Ibl-dev-din.es.net BBRV1 1Pv6 2048 1 931 Gbis 8.84 Gbls - 402 ms 174ms 11 998 765ms 750 ms 0.037) 0
Ibl-dev-din.es.net BBRV1 1Pve 4006 1 8.99 Gbis 8.87 Gbls - 435 ms 169 ms 11 1| 768ms 75.2ms o 0
Ibl-dev-din.es.net BBRV1 1Pve 8192 1 8.97 Gbis 8.85 Gbls - 385 ms 167 ms 11 108 769ms 75.1 ms 0.002] 0
Ibl-dev-din.es.net 1Pve 1500 1 895 Gbis 8.74 Gbls - 405 ms 160ms 11 1| 763ms 753ms 0| 0
Ibl-dev-din.es.net 1Pve 2048 1 8.3Gbls 8.80 Gbls - 378 ms 163 ms 11 1| 774ms 753ms 0| 0
Ibl-dev-din.es.net 1Pv§ 4096 1 8.97 Gbis 8.89 Gbls - 374ms 164ms 11 108 763ms 752 ms [ 0
Ibl-dev-din.es.net 1 8.99 Gbis 8.91 Gbls 0
ps-london-by 1 4.54 Gbis 3.65 Gbls 0
ps-london-by 1 14.9 Gbis 8.80 Gbls - 377 ms 824 ms 17] 1§| 9.02ms 849 ms o 0
ps-london-by 1Pv6 4096 1 27.8 Gbis - 344 ms 64.7 ms 17] 7] 932ms 854 ms of 0
ps-london-by 1Pv6 8192 1 35.4 Gbis - 227 ms 48 ms 17 168]  94ims 858 ms 0.002] [
ps-london-t ja.net| BBRV3 1Pv6 1500 1 7.03 Gbis 3.86 Gbls - 207 ms 37.7ms 17] 168 932ms 872ms 0 [
ps-london-t ja.net| BBRV3 1Pv6 2048 1 1.3 Gbis. 8.16 Gbls - 229 ms 45.6 ms 17] 17| 843ms 831ms o 0
ps-london-by ja.net| BBRV3 1Pve 4006 1 27.3 Gbis - 249 ms 40.8 ms 17] 17| 949 ms 894 ms 0 0
ps-london-by ja.net| BBRV3 1Pve 8192 1 31.1 Gbis - 237 ms 331 ms 17] 168] 954ms 860 ms 0.002| [
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Preliminary MSS testing: summary for IPv6

0 BBRvl and BBRv3 for MSS = 1500, 2048, 4096 and 8192

0 For CERN hosts: we don't see any improvements by setting different MSS — why?
0 For ESnet hosts: we don't see any improvements by setting different MSS — why?
0 For JISC hosts:

* For MSS = 4096 we can get 12 Gb/s more throughput in comparison with MSS =
2048 and 17 Gb/s more in comparison with MSS = 1500

* For MSS = 8192 we can get 19 Gb/s more throughput in comparison with MSS =
2048 and 24 Gb/s more in comparison with MSS = 1500
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BBR demo at DC24

BBRV1 testing: 20 CMS nodes
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i 20 CMS nodes
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between CUBIC and
BBRv1 congestion
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0202,0800 02 TZ00  OZZLIGO0 | 02,2000 02220000 | OZ220800 | 0222,0800 02227200 | GZZZ 600 | 02222000 020230000 0223 0400 | 02230800 02231200 | 02251600 | 02123,2000
astt  Mn Max  Mean

= Interface_i_octets.sum {value_instance: i} 51260 308Mb 2.4Gb 519G

Intertace_Ioctots.sum {value_instance: 1) 156b 7086p 533Gb 195G
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BBR demo at DC24

BBRV1 testing: 23 ATLAS nodes
s
3400
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00

Q During WLCG DC24
23 ATLAS nodes
o | swapped every 6 hours
between CUBIC and
BBRv1 congestion
protocol

ey
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020210800 02 TZG0 | OZZLIGO0 | 0222000 02220000 | OZZZO0R00 . 02220800 02227200 | ONIZIG00 . 0222.2000 02230000 | ONZ3.0R00 . 0223.0800 02231700 | OZZ5 1600 02123,2000
st Mox  Mean

= interface_i_octets.sum {value_instance: i) 24960 29amb 20060 6276b
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Thanks for your attention!






http://home.cern

	NOTED
	Motivation
	Architecture
	Elements
	Modes of operation
	States of execution
	NOTED demo at DC24

	Packet pacing
	Motivation
	BBR (Bottleneck Bandwidth and Round-Trip Time)
	Preliminary tests
	Preliminary MSS testing
	BBR demo at DC24


