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SRC Network Vision

We will develop and deploy a collaborative and federated network of SKA Regional
Centres, globally distributed across SKA partner countries, to host the SKA Science
Archive. The SRC Network will make data storage, processing and collaboration
spaces available, while supporting and training the community, to maximise the
scientific productivity and impact of the SKA.




SRC Network Vision

Initially, we will do this by:

e developing a scalable, prototype SRC Network that allows authorised users and
teams to access and analyse SKA data;

e developing the software, architecture, policies and processes necessary for SRC
Network operations;

e growing the prototype SRC Network, as new SRCs become available and
expanded or new functionalities are developed, leading towards a fully
operational and global Network.




SRC Network is critical to SKA Science

Project-Level and
Advanced Data
Products

Science Analysis
Platform

Execute
pipelines/workflows on
the SRC Network

Public Science Archive

Access to SKAO data
for project users

Monitoring of
performance against
pledges

Single Sign-on and
Secure, Federated AAI

Monitor SRC

availability

User support and
community training

Receive data from
SKAO

Replica management



SRC Network Principles (some of them!) - written and
agreed by SRCSC

e There will be a common SKAO/SRC Network user account that allows users access to SRC Network resources

e English will be the primary language of communication across the SRC Network

e There will be one Helpdesk system for the SRC Network and the SKAO.

e The SRC Network will optimise its energy usage whilst meeting the scientific goals of projects carried out in the
SRC Network.

e Security of the SRC Network is the responsibility of the SRC Network.

e The SRC Network will lead with principles of fairness, equity and inclusion in all of its activities, and seek
diversity of staff.

e The SRC Network will be committed to providing, and abiding to, accessible and equitable tools, practices and
processes.

e The SRC Network will provide workflow templates to carry out basic and standard processing tasks.

e The SRC Network will embrace FAIR and Open Science principles whenever possible and appropriate.

e Resources pledged into the SRC Network will enter, and be allocated from, a global federated pool.

e The allocation of resources will be per project.

e The physical location of SKA data products will be determined to optimise access and minimise data
redistribution within the Network, as much as is feasibly possible.

e Data processed within the SRC Network will automatically propagate all metadata and provenance
information.

_



SRC Network Principles (highlighted for SRCNet0.1, From
Dec 2024)

e There will be a common SKAO/SRC Network user account that allows users access to SRC Network resources

e Security of the SRC Network is the responsibility of the SRC Network.
e The SRC Network will be committed to providing, and abiding to, accessible and equitable tools, practices and
processes.

e The SRC Network will embrace FAIR and Open Science principles whenever possible and appropriate.
e Resources pledged into the SRC Network will enter, and be allocated from, a global federated pool.

e The physical location of SKA data products will be determined to optimise access and minimise data
redistribution within the Network, as much as is feasibly possible.
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SRC Network Principles (highlighted for SRCNet0.1, From
Dec 2024)

e There will be a common SKAO/SRC Network user account that allows users access to SRC Network resources

Single AAI System used by all Common policies for SRCNet sites
SRCNet0.1 sites and services (in addition to local policies)
—
e Security of the SRC Network is the responsibility of the SRC Network. Ensure gOOd user experience for
I

all users - Science Gateway UX

e The SRC Network will be committed to providing, and abiding to, accessible and equitable tools, practices and
RROCESSES: Implement IVOA standards and easy data and service discovery

e The SRC Network will embrace FAIR and Open Science principles whenever possible and appropriate.

Single AAI System used by all SRCNet0.1 sites and services

e Resources pledged into the SRC Network will enter, and be allocated from, a global federated pool.

These two are related; users go to best location depending on data location and appropriate
available services, replicas centrally planned / moved to optimise global access

e The physical location of SKA data products will be determined to optimise access and minimise data
redistribution within the Network, as much as is feasibly possible.

_
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SKA Regional Centre Broad Distribution: Fair Share,

AA4 data rate e Roughly, 6 global
T o zones of equivalent
weo o size (Canada smaller)
,,,,,,,,,,, Distribute two base

copies of each data
product to different
countries, and perhaps
insist to different
regions

Average incoming rate
per (20%) region not
more than 2x40 Gbit/s
= 80Gbit/s (~2x12
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e.g. if 100+100 gbps from sites, a 10% partner receives 40gbps data
(400 TBytes per day, 140 PBytes per year)
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SKA Regional Centre Broad Distribution: Fair Share
(if 50 GbpS per SKAO SitE) e Roughly, 6 global

zones of equivalent
size (Canada smaller)
Distribute two base
copies of each data
product to different
countries, and perhaps
insist to different
regions
Average incoming rate
per (20%) region not
more than 2x20 Gbit/s
= 40Gbit/s (~2x6
Gbit/s for Canada)
O B 20 P L _ Max 50 Gbit/s out of
HSWDE) .- . ) | SA and AUS

B Asia, 15-20%
(IN,CN,KR, JP)

B Canada, 6%

=
— o

M South Africa,
15-20%

M Australia, 15-20%

B UK, 15-20%

e.g. if 50+50 gbps from sites, a 10% partner receives 20Gbps data (200
TBytes per day, 70 PBytes per year)
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SKA Regional Centre Capabilities

Archive of data
products
continues to grow
over the 50yr+
lifetime of the
Observatory.

Eventually similar
in scale to LHC /
HL-LHC

/

Data Management
Dissemination of Data to SRCs

a

nd Distributed Data Storage

Distributed
data
management
is at the heart
of SRCNet

appropriately
managing replicas to
avoid duplication is
the best way to
achieve long term
cost savings




SRC Network global capabilities

Collectively meet the
needs of the global
community of SKA
users

Anticipate
heterogeneous SRCs,
with different
strengths
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2023) written by SRCSC
This sits with Architecture

Top Level Roadmap Signed document (August
members and co-opted helpers
Net from the SRCNet ART
SKAO Regional Centre Network Document (SRC-0000001) and
Science Platform Vision

SRCNet Top-Level Roadmap (SRC-0000003) to say Why?
oo CNRESTRCTED (Vision, User driven), When?
i s (Roadmap) and What?

pl Sogaco, st saton, Rosie; swinarl onms o v, (AFChHIiteCture).

Sénchez, Susana; Villote, Jean-Pierre; Gaudet, Séverin; Yates,
Jeremy; Barbosa, Domingos; Taffoni, Giuliano; Frank, Bradley;

van Haarlem, Michiel; Breen Shari; Conway, John; Akahori, (We a re here to ta I k a bOUt
Takuya; Yates, Jeremy; Tolley, Emma Elizabeth; Wadadekar,

Yogesh; Lee-Waddell, Karen; de Boer, Janneke; SO m e Of th e H OW? a n d
Where?)

H These are unrestricted documents, please ask for a copy



What is covered?

e The Top-Level roadmap declares:
e Required SRCNet version in-line with other SKA
milestones
o It tries to identify the needs of the scientific
community on the use of the SRCNet until first public
version (SRCNet1.0)
o It tries to identify the required resources to

implement this intended version on terms of:
e FTEs and skills

e Storage

e Computing

_



What is not covered?

e The Top-Level roadmap does not declare:
e The real resources that the SRCNet will have (these
would depend on contributions)
e Governance aspects
e Operation plan
e Platform and Software stack solutions
e It could be considered the seed of an implementation

plan but more information on budget, governance,
operations set-up, etc is needed

e It only covers until first operational version (although
some information has been added to extrapolate
figures)

_



Roadmap Timeline SRCNet0.1 is an internal release
First quarter of 2025 Not intended for external users
Motivation is to enable testing

y 4 SRCNet0.1 is an agreed milestone (first of five) on
SRCNet v0.1 our top level roadmap

Milestone Description SRC Net Functionality Scope (users)

SRCNet v0.1 First version of SRCNet sites ° Test data (and some precursors data) disseminated into a SRC ART members

First quarter of deploying common services prototype SRC Net

2025 and connecting via SRCNet ° Data can be discovered through queries to the SRC Net Members of SKA
APIs. Enable technical tests of ° Data dissemination to SRC nodes Commissioning team
the architectural ° Data can be accessed through a prototype data lake (potentially, but not
implementation. [Added c.f. ° Data replication. Data can be moved to a local SRC area where required)

document] non-connected local interactive analysis portals (notebooks)
could allow basic analysis

Unified Authentication System for all the SRCs

(Potentialy Opportunity to ° Visualisation of imaging data

engage SRCNet with AA0.5
data transfer and access.)

_




Roadmap Timeline Not generally public

First quarter of 2025 First quarter 2026 Small amou nt Of Science
commissioning interaction
Most SRCNet users are within

A -
SRCNet v0.1 SRCNet v0.2 the PI'OJeCt or SKAO

Milestone Description SRC Net Functionality Scope (users)
SRCNet v0.2 AA1 and Commissioning ° Data dissemination using telescopes sites interface Selected scientists from
First quarter 2026 ° First version of federated execution. Access to remote operations community
on data using services and the possibility to invoke execution into a
relevant SRC Members of Science
° Subset of SDP workflows runnable in the SRCs Operations
° First Accounting model implementation.
° User storage areas SRC ART members
° Visualisation of imaging and time series data through remote
operations
° Preparation of SRCNet User Support

_



Roadmap Timeline First public access

4th querter of 2024 intended for
SRCNet0.3 community
y - 4 sclentists undertaking
SRCNet v0.1 SRCNet v0.2 SRCNet v0.3 SC I e n Ce Ve rlﬂ Catl O n
(AA2)

Milestone Description SRC Net Functionality Scope (users)
4th quarter 2026 Cycle 0 proposals, AA2 and ° Improved data dissemination. Use of available storage Science verification
Science Verification ° SKA preliminary data (and some precursors data) disseminated community (public
into a prototype SRCNet access)
° Upgraded federated computing. Basic execution planner
implementation and move execution to a selected SRC Members of Science
Upgrade of subset SDP workflows runnable in the SRCs Operations
Provide access to the first set of workflow templates for science
analysis (light ADPs) SRC ART members
ADPs ingestion system
Spectral data visualisation and manipulation
Implementation of SRCNet User Support

_



Roadmap Timeline

4th quarter of 2024 First quarter 2026 4th quarter 2026 4th quarter of 2027

SRCNet v0.1 SRCNet v0.2 SRCNet v0.3 SRCNet 1.0beta
Milestone Description SRC Net Functionality Scope (users)
SRCNet v1.0beta Science verification and Cycle 0 . Data dissemination. Complete decision tree, including scientific Increased Cycle 0
4th quarter of 2027 program scientists
° Integrated portal with science analysis capabilities
. Integrated federated computing. Workflows analysis Science verification
. Complete subset SDP workflows runnable in the SRCs scientists (public access)
° Complete accounting model (storage and computational resources)
° Monitoring system Members of Science
° Spectral data visualisation and manipulation Operations
° Data previews generation
° Restricted SRC Net User Support SRC ART members




Roadmap Timeline

4th quarter of 2024 First quarter 2026 4th quarter 2026 4th quarter of 2027 First quarter 2028

SRCNet v0.1 SRCNet v0.2 SRCNet v0.3 SRCNet 1.0beta SRCNet 1.0
Milestone Description SRC Net Functionality Scope (users)
First quarter 2028 Cycle 1 ° Full support to Pl and program science tasks Pls and science program
° Complete portal wich science analysis capabilities members
° Public portal restricted to incoming public data
° Not restricted SRC Net User Support Increased number of

selected scientists from
community

Members of Science
Operations

SRC ART members




Staged Delivery and SRCNet releases side by side

_--_ 1 year between 0.1 and 0.2 - we can be gentle to

4 dishes senenvo, | ONboard sites only when ready
o Sens Accelerated delivery between future
i I
AAI  Bdishes ———— releases
18 stations SRCNet v0.1 SRCNet v0.2
A N\ N SRCNet0.3 will support
AA2 64 dishes 2027 Apr 2026 Dec A SE—— sy external users for Science
- SRCNet v0.1 SRCNet v0.2 SRCNet v0.3 -gm -
64 stations Pr———— Verification!
y __________J/J J v 4
AA* 144 dishes 2028 Jan 2028 Mar SRCNet v0.1 SRCNet v0.2 SRCNet v0.3 SRCNet 1.0heta
307 stations SRCNet 1.0
Operations Readiness | 2028 Apr 2028 Aug 3-6 months between
Sisfian 1.0beta and 1.0 - user
support restricted in
AA4 197 dishes TBD TBD beta
512 stations
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Defining an architecture

A
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The current SRCNet teams sijnce June 2022 we have

been working as a
team-of-teams
. i Engagement from across most
Purple Lavender SKA countries
25 persons-worth of effort

About 70 contributors

FTE in SRCNet SW development effort by date

30

01/09/2022 01/12/2022 01/03/2023 01/06/2023 01/09/2023 01/12/2023 01/03/2024

_



Scaled Agile Framework for SW development

SRCnet PI22 Planning area

. Teams Plan together

= “CHT srenet rogram bo. (usually "distributed
=== H n
-2y = [ scrum of Scrums. co-location™) once per 3
D § months
I o= e Regular demos (open)
QALTeam Boa.. TANGERINETea.. ORANGE Team.. Free Board GOLD Team EEEET e * Sever_al Comml"_nltles Of
= peeen i TR e Theee Practice (Identity
TN = management, science
R = = platform, HPC & Cloud)
SR , e Advisory forums
RED'IT']earL Board MAGENTATea.. PURPLETeamB.. LAVENDERTea.. TEALTeam Board Program Team... © Inc. NREN forum
e : = 5 | -;Fi m n ‘ == mssns : \:|] : E in
= SR
i gEEE==3 | .
i 1 i Li_ |: I
= =

We are now updating management structures of the SRCNet project currently -
Should hopefully give more stable resourcing and clearer understanding of roles.
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Big picture progress to 0.1 - —

[Z Google Calendar & My Drive - Google... [ NEWS [ ESCAPE 3 Work Admin [ Work Confluence [ SRC related sites [ Interesting papers [ LssT » 3 All Bookmarks

Science gateway under

development well: °
Login with SRC IAM

Welcome to SKA IAM Prototype

Integrate with APIs

Distributed data
management - Rucio
and CADC SI e _

prototypes, downselect ——— B—

for SRCNet0.1 by end
April —



Lots of technical progress across many areas

M108 dataset discovery
in Rucio data discovery service — Apertif data

'he Demonstrator Collections

LECTION  EXECUTION PRODUCT TYPES | DIRECTION
LOCATION
s LEGACY [ LEGACY
s LEGACY [ LEGACY
ss CADC Operations | ODP Pull from https
s Science Platform  ODP, ADP Push from Science Platform
User Storage
LABY Science Platform  ADP, ODP (future) | Push from VOSpace (vault)

POSSUM (future) | AusSRC, Science

latform

ODP, ADP

Push from AusSRC cache,
Science Platform User
Storage

The Modified Workflow for SODA

Very similar steps required
1) Data discovery to find data
access to survey image
2) Cutou 0 make
sub-image from image giving
nd size
But SODA avoids local storage

ata.json stores
source ID and survey
n

Cutouts
e collection

Thanks fo Giseppe, Rob.
Francas and Vincanzo for e
helo

FAILED_INGEST_REQUEST} [PROCESSING]

Processingjﬁccessful Processing failed

[PROCESSED] [FAILEDiPROCESSING}

uktT21CHER I
ukr-LT2-RHuL
uktT2-uctver

Authentication and authorisation (3/3) $ sz .Bas
- 3552835832
RaLce2
|}
n
| UKNORTHGRID-AIv-EP 8 H
= UKI:NORTHGRID-SHEF-HEP [l
e . UKI-SCOTGRID-ECDF [ Il

UKL-SOUTHGRID-RALPP I
UKI-SOUTHGRID-SUSX n

Feature and context

SKAO i

Deployments of CANFAR

deployments of CANFAR

( Platform
Q 0 0 = o=
— L]
CHSRC ESPSRC SWESRC + Magenta deployment

(meta)data query

“ Processing system
ipoint query endpoint B, cscs
VO, datalake Datamodel? e

AP

" Lo

o Networ

openstack

kubernetes

davix-put (http): 5 Flows DTNlon >CamDTN1 & 5 Flows DTNpar ->CamDTN1
10 Disk-Disk Concurrent Flows

« DTNIon - CamDTN1 5 flows
DTNpar - CamDTN1 5 flows

100 GByte files 1 TB total data transferred

+ On average a file took 3 min

Kubernetes architectur
Storage capabilies

+ 1T Byte in 8 min 20 sec Time_sending
Time_startup _ Total_Time_ Data_rate_ Datarate_ total TCP
3 s s GBytes/s Gbit/s retrans Conclusions and next steps
+ One flow took a 003 14138 141.40 o7 5.66 [
long time 003 138.28 138.30 072 579 ]
0.02 13462 13465 074 5.94 6 « Dockerflesarequite simple tocreate
o mon  om om o1 o T S
0.02 13998 14001 on 572 0 o Debugging:rebulkd and try again
005 134.81 13486 074 5.93 0 .
0.04 13058 13058 077 613 0
0.03 139.68 13967 072 573 [ current Pl
+ Scaling good 54 Gbit/s 0.04 501.19 501.22 020 1.60 0
with 10 flows 003 139.05 139.08 o 575 )




Basic Functionality Covered by vO0.1

Common
Authentication

e Common Authentication
e e * IAM
e Visualisation Tools (local)
e IVOA Protocols
e TAP, SODA
e Data Discovery and Access
from Data Lake

P Analysis
~~ Jupyterhub Interfaces

ANFAR

o,

User
Interface < \4255‘.2'532!"3 e Ingestion _SerV|ce Prototype
SESCAPE CCARTA e Python Client
e Astroquery Module
Python q@M o  User Interface
Client ° ESAP
) IVOA TAP )
@vcpyatroquer ¥ woasopa ® https://esap.srcdev.skao.int/
e o £ > e Analysis Interfaces
Q Discovery Access ° J u pyte rH u b
------- Ingestion Service .
" a o >
% Tost Date Prototype ote: Sortuare Stack e CANFAR Science Platform
Downselect Process

happening now

Target ~20PB storage




SRCNet0.1 deployment vision

| 2024 >
SRCNet0.1
SRCNet0.1 ;
component selection  [JPRC Site local
Plan for component service
assessment of assessment Deploy and maintain ploymfants a.\nd o
compatibility for ) central services pnnection with Finalise
example Determine entral services SRCNet0.1
components involved sites SRC Site deployment
and scale for .
Confirmation Ongoing
API definition SRCNet0.1 perations and
testing

Operational
considerations - set
up team, monitoring

Remaining API
defined



SRCNet v0.1 deployment

e Deployment of first operational version
of v0.1 foreseen for Nov/Dec-2024
e Stable and maintained nodes (target 4)
with enough human and hardware
resources
e Document describing requirements to
have a node has been developed
e 9 SRCs have expressed interest to be
a node, including available resources
e Workshop held mid March (Shanghai)
to discuss path forward

Requirements in
Development
with Architecture Forum
(Ongoing)

v

SRCNet v0.1 node
requirements released
(Mid-February)

v

Expressions of Interest
provided from National SRCs
(Including limitations)
(End-February)

v

SRCNet project Selects Nodes
and Creates Plan
(for procurements, etc.)
(Mid-March)

v

Technical Roadmap for
SRCNetv0.1
(Early-April)

_



SRCNet0.1 intended sites Storage (PB)

8 PBytes total storage offered for
SRCNet0.1 (c.f stated target of 20 PB)

Canada SRC

China SRC

Potentially more subject to usage

Italy SRC

Japan”SRNC

Netherlands SRC

Spain SRC

WLCG experience at some sif‘es
(Canada, Netherlands, Sweden,
Switzerland, UK)

¢]
| Canada UVic 1-4
PB

[ china Shanghai
ObservatoMJ\PB\‘

[ ltaly, INAF IRAZ
0.3PB disk, 1.2PB
tape, 10 gbps

["] Japan, Tokyo
NAQJ, 0.14PB

[ Netherlands,

SURF, 0.1PB

[ Spain, 1AA

Some sites quite new and teams
~ will learn by being involved
I Sweden,

Gothenburg, 45 o T Y h 9

0.3PB ~ P

M Switzerland,
CSCS Lugano,
0.4PB

M UK, STFC RAL,
4.0PB

Created with mapchart.net



SRCNet0.1 testing
Implementation and testing plans are being developed
now

Data moving challenges will be a key part of testing the
network.

What might be reasonable?

_



Considering potential use of global data network

Thought experiment (to trigger conversation only!)

Imagine SRCNet runs a series of testing challenges, e.g. for a week every 3 months attempt
to fill / transfer 20% of offered SRCNet0.1 storage

Canada Netherland Sweden Switzerland
SRC China SRC Italy SRC Japan SRC s SRC Spain SRC SRC SRC UK SRC Total
Data rate if
fill 20%
storage in 7
days, Gbps 3.2 2.6 0.8 04 0.3 1.3 0.8 1.1 10.6 21.0
100 as part
Current ? (but UVic has of
connectivity  high connectivity coordinated
globally, not sure
or allowed of SRONet plan, need
share allowance) 1 10 10 100 10 100 10 to discuss

Based on information from SRC technical leads, all sites could accommodate these
tests currently apart from China. Significant share to RAL / UK connections

_



Automated testing

NN e a0 NN oo 7.0

Screen grab here from the
dashboard for the current Rucio
prototype

Some science data in Rucio but
most of dashboard events are
from automated test suite (Rucioli
task manager), just running as §
a heartbeat currently with
all-to-all transfers every few
minutes across 12 different
locations, but also used for data
throughput tests. Very powerful
to complement lower-level test

work https://qitlab.com/ska-telescope/src/ska-rucio-task-manager

_




Automated testing

NN e a0 NN oo 7.0

Rucio task manager is extensible
and has been used to test specific s
ideas

Builds on the experience gained
from within the ESCAPE project

Well suited to running planned
data challenges and a likely
component for SRCNet testing

https://qitlab.com/ska-telescope/src/ska-rucio-task-manager

_




Data Ingestion

We have a prototype data ingestion service,
detects new files and their metadata, adds file
to Rucio (triggers replication) and adds
metadata to the auxiliary metadata database EERET el Q‘ggfaﬂed

PROCESSED [ FAILED_PROCESSING]

STAGING

Failed ingest request

[ FAILED_INGEST_REQUEST] [ PROCESSING ]

In AUS we have a small Rucio storage element
and a small team in the SRCNet project. It https://qitlab.com/ska-telescope/src/
would be great to test operational long-distance ~ Ska-src-ingestion

data management.

Question: If we were to run intensive data
ingestion tests for (e.g.) a week from Australia
(Perth) to Europe (UK) what bandwidth could
we hope to use?

For continuous tests what bandwidth would be
acceptable / below impact?

HE B E R 0O00 OCEN




SRCNet0.1 testing
Implementation and testing plans are being developed
now

Data moving challenges will be a key part of testing the
network.

What might be reasonable?

How can we connect the right people to find

necessary capacity? Are you all in the NREN forum?
Are other formats useful?

_



Questions / discussion

Slide /



