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Motivation

Each experiment was providing their own numbers

We need to have the sum up – global view of those numbers and same units 

Combine numbers

Numbers need to be compared with capacities

Network capacities need to be compared with the plans

Identify limits 

Numbers were fluctuating in between presentations

Keep a one document up to date

Up to date
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DC24 Planning per experiment

Idea: Add summary numbers
• T0 exports 
• Total non LHCONE Tier1s 

traffic + T0 exports
• Transatlantic traffic
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Tier0-Tier1s
(Minimal rates)

Experiments sum up (same language/same units ☺)
- Pending to include DUNE and Belle II on it!
- Network capacity and network monitoring links
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Tier-0-Tier1s
(Higher rates)

Identified FR-CCIN2P3 to pass the link capacity.
They plan to update to 200Gbps link for DC24 
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Tier1s – Tier1s rates
(High rates)

After summing up ATLAS, CMS and ALICE average we have this total matrix!
290Gbps  (T1s non LHCONE)+ 895.56Gbps (T0 exports Heavy rates)

= 1185.56Gbps planned to pass via CERN network + PROD

CERN Network capacity full duplex is 2.1 Tbps



7Maria Arsuaga-Rios IT-SD-PDS

Network capacity for T1s full Matrix
(High rates)

https://twiki.cern.ch/twiki/bin/view/LHCOPN/RoutingPolicies https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps

Combination of sources to obtain the network links capacities.
This is important since traffic not going through LHCONE will pass via CERN network.

https://twiki.cern.ch/twiki/bin/view/LHCOPN/RoutingPolicies
https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps
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Network capacity for T1s full Matrix
(High rates)

Voila! Thanks to Edoardo for the final review!
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Transatlantic links
(request by ATLAS)
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Tier2 ingress/egress
(ATLAS, CMS and DUNE)

T2 - network capabilities: https://wlcg-cric.cern.ch/core/netsite/list/ (not yet all numbers IN)
9 shared T2s between ATLAS and CMS (interesting the naming conversion effort ☺)
We need DUNE input to get the full combination

https://wlcg-cric.cern.ch/core/netsite/list/
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What else we need to know/combine?

• Average file size
• HTTP for the vast majority of transfers

• plus XRootD for AAA in the case of CMS
• ALICE is XRootD only

• T2s' verification of network capacity



Rates for DC 2024

Combined numbers:
Experiments/Network/CRIC

Up to date and same language 
(site names + units)

One collaborative document
Editors: link
Viewer: link
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Thanks to  Experiments, Network team and CRIC team

https://cernbox.cern.ch/files/spaces/eos/user/m/marsuaga/DC2024_Rates_T1s.xlsx
https://cernbox.cern.ch/s/w1kuXkjlY9fYZJF

