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Figure 66: Combined average on |Vub| and |Vcb| including the LHCb measurement of |Vub|/|Vcb|,
the exclusive |Vub| measurement from B ! ⇡`⌫, and the |Vcb| average from B ! D`⌫, B !

D⇤`⌫ and Bs ! D(⇤)
s µ⌫ measurements. The dashed ellipse corresponds to a 1� two-dimensional

contour (68% of CL). The point with the error bars corresponds to the inclusive |Vcb| from the
kinetic scheme (Sec. 7.2.2), and the inclusive |Vub| from GGOU calculation (Sec. 7.4.3).

access to many observables besides the branching fraction, such as D(⇤) momentum, q2 distri-3123

butions, and measurements of the D⇤ and ⌧ polarisations (see Ref. [599] and references therein3124

for recent calculations).3125

Experiments have measured two ratios of branching fractions defined as3126

R(D) =
B(B ! D⌧⌫⌧ )

B(B ! D`⌫`)
, (233)

R(D⇤) =
B(B ! D⇤⌧⌫⌧ )

B(B ! D⇤`⌫`)
(234)

where ` refers either to electron or µ. These ratios are independent of |Vcb| and to a large extent,3127

also of the B ! D(⇤) form factors. As a consequence, the SM predictions for these ratios are3128

quite precise:3129

• R(D) = 0.298±0.003: which is an average of the predictions from Refs. [600,601]. These3130

predictions use as input the latest results on the B ! D`⌫ form factors from BABAR and3131

Belle, and the most recent lattice calculations [502,510].3132

• R(D⇤) = 0.252±0.005: where the central value and the uncertainty are obtained from an3133

arithmetic average of the predictions from Refs. [601,602]. These calculations are in good3134
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are these uncertainties realistic?



RECENT PROGRESS
The last 6-7 years have seen a burst of activity in semileptonic B decays

Many new experimental analyses by Belle, Belle II, BaBar, LHCb incl and excl

New pert calculations at  by Fael et al. crucial progress for inclusive  

3 new lattice calculations of  form factors beyond , inclusive on 
the lattice, new , …

Many phenomenological studies with interesting ideas (RPI methods for incl, 
HQET studies of form factors, …) 

There is now a clear appreciation that ~1% uncertainties require a new approach

Not glorious work but work that needs to be done (Bob Kowalewski)  

O(α3
s ) Vcb

B → D* w = 1
B → π
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FIG. 4. ⇢̄-⌘̄ planes with the SM global fit results in various configurations. The black contours display the 68% and 95%
probability regions selected by the given global fit. The 95% probability regions selected are also shown for each constraint
considered. Top-Left: full SM fit; Top-Right: fit using as inputs the “tree-only” constraints; Bottom-Left: fit using as inputs
only the angle measurements; Bottom-Right: fit using as inputs only the side measurements and the mixing parameter "K in
the kaon system.

fit configuration ⇢̄ ⌘̄

full SM fit 0.161(10) 0.347(10)

tree-only fit ±0.158(26) ±0.362(27)

angle-only fit 0.156(17) 0.334(12)

no-angles fit 0.157(17) 0.337(12)

TABLE IX. Results for the ⇢̄ and ⌘̄ values as extracted from the various fit configurations. The Universal Unitarity Triangle
(UUT) fit includes the three angles inputs and the semileptonic ratio |Vub/Vcb| [91].

1. By fitting the “tree-only” constraints, i.e. processes for which a contribution from new physics is with the
highest probability absent, we test the possibility that all the sources of CP violation come from physics beyond
the SM. The results shown in the top-right panel, which have a two-fold sign ambiguity in the ⇢̄-⌘̄ values, show
that the SM alone contributes to the largest part of the observed CP violation at low energy;

2. We analysed the results that can be obtained by using only the information coming from the measured angles,
“angle-only” fit, bottom-left panel;

3. We analysed the results that can be obtained from the triangle sides fit and ", “sides+ "K” fit, bottom-right
panel.

The importance of |Vcb|
An important CKM unitarity test is the 
Unitarity Triangle (UT) formed by

Vcb plays an important role in UT

and in the prediction of FCNC:
⇥ |VtbVts|2 � |Vcb|2

h
1 +O(�2)

i

"K ⇡ x|Vcb|4 + ...

where it often dominates the 
theoretical uncertainty.
Vub/Vcb constrains directly the UT

Our ability to determine precisely Vcb is crucial for indirect NP searches

1 +
VudV*ub

VcdV*cb
+

VtdV*tb
VcdV*cb

= 0



NEW PHYSICS FOR THE  PUZZLE?Vcb
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Figure 2: Constraints on right-handed currents from inclusive and exclusive decays, assuming
LFU.

postulating new physics in right-handed currents. What is new is that even B ! D⇤`⌫ alone
cannot be brought into perfect agreement with B ! Xc`⌫ for any value of CVR .

5.3. Lepton flavour universality violation

In view of the observed tensions with SM expectations in b ! c⌧⌫ and b ! s`` transitions,
investigating e-µ universality in b ! c`⌫ with light leptons is important. Specific new physics
models suggested as solutions to the b ! c⌧⌫ anomalies actually predict such violation. Some
of the experimental analyses assume LFU to hold. These analyses cannot be used in a model-
independent fit allowing for LFU violation. This is because the measurements are not simply
averages of the respective electron and muon observables, but linear combinations with weights
depending on the experimental e�ciencies that can di↵er between electrons and muons even
as a function of kinematical variables. Thus it is of paramount importance that experimental
collaborations present their results separately for electrons and muons.

In the meantime, the existing analyses that already include separate results for electrons
and muons (see table 1) can be used to perform a fit with a non-universal modification of the
SM operator, i.e. Ce

VL
6= Cµ

VL
. The fit result in terms of the lepton-flavour-dependent e↵ective

CKM elements Ṽ `

cb
is shown in figure 3. Both for B ! D`⌫ and B ! D⇤`⌫ the fit not only

shows perfect agreement with LFU, but also implies a stringent constraint on departures from
the LFU limit. Given the good agrement of the constraints from B ! D`⌫ and B ! D⇤`⌫, we
have also performed a combined Bayesian fit of the scenario to both decay modes, marginalizing
over all nuisance parameters. We find

1

2

⇣
Ṽ e

cb
+ Ṽ µ

cb

⌘
= (3.87 ± 0.09)% , (23)

1

2

⇣
Ṽ e

cb
� Ṽ µ

cb

⌘
= (0.022 ± 0.023)% , (24)
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Figure 7: Left: Prediction for the transverse di↵erential B ! D⇤µ⌫ branching ratio in the
SM (blue band) and a scenario with new physics in Cµ

T
(orange band) vs. the Belle

measurement, demonstrating the di↵erent endpoint behaviour at maximum recoil
(q2 = 0). Both scenarios predict the same total B ! D⇤µ⌫ branching ratio. Right:
Comparison of the constraint on the tensor coe�cient C̃µ

T
vs. Ṽ µ

cb
from the total

B ! D⇤µ⌫ branching ratio measurements only (dashed) and using all B ! D⇤µ⌫
measurements (solid).

Neglecting the lepton masses and allowing for NP in CT and CVL , one finds

FH(q2) ⇡ 18q2f2

T
(q2)

m2

B
f2
+(q2)

|CT |2
|1 + CVL |2 . (31)

Figure 8 shows the constraints on the tensor and left-handed scalar operators, which always
appear together in models with a tree-level mediator, see Table 2, specifically in leptoquark
models. The displayed constraints from B ! D`⌫ and B ! D⇤`⌫, shown separately for
electrons and muons, demonstrate clearly the strong sensitivity of B ! D⇤`⌫ to tensor con-
tributions. While the individual modes B ! D⇤e⌫, B ! Dµ⌫, and B ! D⇤µ⌫ show a slight
preference for non-zero NP contributions in either C`

SL
or C`

T
, the combination of B ! D`⌫

and B ! D⇤`⌫ constraints allows neither of these solutions and leads to a strong constraint
on both operators.

6. Conclusions

Semi-leptonic charged-current transitions b ! c`⌫ with ` = e or µ are traditionally used to
measure the CKM element Vcb. In principle, this transition could be a↵ected by new physics
with vector, scalar, or tensor interactions, possibly violating lepton flavour universality. This
is motivated by the long-standing tensions between inclusive and exclusive determinations of
Vcb, but also by hints of a violation of lepton-flavour universality in b ! c⌧⌫ and b ! s``
transitions. We have conducted a comprehensive analysis of general new-physics e↵ects in
b ! c`⌫ transitions, considering for the first time the full operator basis and employing for the
first time in a new physics analysis measurements of B ! D⇤`⌫ angular observables.

18

Differential distributions constrain NP strongly,  SMEFT interpretation
incompatible with LEP data: Crivellin, Pokorski, Jung, Straub…

Jung & Straub, 1801.01112



VIOLATION of LFU with TAUS

Introduction: The |Vcb| CKM matrix element

Tensions in lepton universality

R
⇣
D(⇤)

⌘
=

B
�
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INCLUSIVE SEMILEPTONIC B DECAYS

  Inclusive observables are double series in 𝛬/mb and αs

Mi =M (0)
i +

↵s

⇡
M (1)

i +
⇣↵s

⇡

⌘2
M (2)

i +
⇣
M (⇡,0)

i +
↵s

⇡
M (⇡,1)

i

⌘ µ2
⇡

m2
b

+
⇣
M (G,0)

i +
↵s

⇡
M (G,1)

i

⌘ µ2
G

m2
b

+M (D,0)
i

⇢3D
m3

b

+M (LS,0)
i

⇢3LS

m3
b

+ ...

Global shape parameters (first moments of the distributions, with various lower 
cuts on El) tell us about mb, mc and the B structure, total rate about |Vcb|

 
OPE parameters describe universal properties of the B meson and of the quarks: 
they are useful in many applications (rare decays, Vub,...) 

Reliability of the method depends on our control of higher order effects.  
Quark-hadron duality violation would manifest itself as inconsistency in the fit.



3LOOP CALCULATIONS
Fael, Schoenwald, Steinhauser, 2011.11655, 2011.13654, 2205.03410

3loop and 2loop charm mass effects in relation between kinetic and  b massMS

mkin
b (1GeV) = [4163 + 259αs

+ 78α2
s

+ 26α3
s ] MeV = (4526 ± 15) MeV

3loop correction to total semileptonic width

Γsl = Γ0 f(ρ)[0.9255 − 0.1162αs
− 0.0350α2

s
− 0.0097α3

s ]
in the kin scheme with  and , μ = 1GeV mc(3GeV) = 0.987 GeV μαs

= mkin
b

Γsl = Γ0 f(ρ)[0.9255 − 0.1140αs
− 0.0011α2

s
+ 0.0103α3

s ]
in the kin scheme with  and , 
3loop correction tends to lower  and therefore pushes slightly up (~0.5%)

μ = 1GeV mc(2GeV) = 1.091 GeV μαs
= mkin

b /2
Γsl |Vcb |

Using FLAG  one gets mb(mb) = 4.198(12)GeV mkin
b (1GeV) = 4.565(19) GeV

2

(a) (b)

(c) (d)

(e) (f)

FIG. 1. Sample Feynman diagrams which contribute to the
forward scattering amplitude of a bottom quark at LO (a),
NLO (b), NNLO (c) and N3LO (d-f). Straight, curly and
dashed lines represent quarks, gluons and leptons, respec-
tively. The weak interaction mediated by the W boson is
shown as a blob.

compute for the first time ↵3 corrections to �q by spec-
ifying the colour factors of our b ! c`⌫̄ result to QED
and taking the limit mc ! 0. This allows for the deter-
mination of the third-order coe�cient with an accuracy
of 15%.

II. CALCULATION

We apply the optical theorem and consider the forward
scattering amplitude of a bottom quark where at leading
order the two-loop diagram in Fig. 1(a) has to be consid-
ered. It has a neutrino, a lepton and a charm quark as
internal particles. The weak interaction is shown as an
e↵ective vertex. Our aim is to consider QCD corrections
up to third order which adds up to three more loops.
Some sample Feynman diagrams are shown in Fig. 1(b-
f).

The structure of the Feynman diagrams allows the in-
tegration of the massless neutrino-lepton loop which es-
sentially leads to an e↵ective propagator raised to an ✏-
dependent power, where d = 4� 2✏ is the space-time di-
mension. The remaining diagram is at most of four-loop
order.

From the technical point of view there are two basic
ingredients which are crucial to realize our calculation.
First, we perform an expansion in the di↵erence between
the bottom and charm quark mass. It has been shown
in Ref. [27] that the expansion converges quite fast for
the physical values of mc and mb. Second, we apply the
so-called method of regions [44, 45] and exploit the simi-
larities to the calculation of the three-loop corrections to

the kinetic mass [46].
The method of regions [44, 45] leads to two possible

scalings for each loop momentum kµ

• |kµ| ⇠ mb (h, hard)

• |kµ| ⇠ � ·mb (u, ultra-soft)

with � = 1 �mc/mb. We choose the notion “ultra-soft”
for the second scaling to stress the analogy to the cal-
culation of the relation between the pole and the kinetic
mass of a heavy quark, see [46, 47]. Note that the mo-
mentum which flows through the neutrino-lepton loop,
`, has to be ultra-soft since the Feynman diagram has
no imaginary part if ` is hard since the corresponding
on-shell integral has no cut.
Let us next consider the remaining (up to three) mo-

mentum integrations which can be interpreted as a four-
point amplitude with forward-scattering kinematics and
two external momenta: ` and the on-shell momentum
p2 = m2

b . This is in close analogy to the scattering ampli-
tude of a heavy quark and an external current considered
in Ref. [46]. In fact, at each loop order each momentum
can either scale as hard or ultra-soft:

O(↵s) h, u

O(↵2
s) hh, hu, uu

O(↵3
s) hhh, hhu, huu, uuu

Note that all regions where at least one of the loop mo-
menta scales ultra-soft leads to the same integral families
as in Ref. [46, 47]. The pure-hard regions were absent
in [46, 47]; they lead to (massive) on-shell integrals.
At this point there is the crucial observation that the

integrands in the hard regions do not depend on the loop
momentum `. On the other hand, the ultra-soft integrals
still depend on `. However, for each individual integral
the dependence of the final result on ` is of the form

(�2p · `+ 2�)↵ (2)

with known exponent ↵. This means that it is always
possible to perform in a first step the ` integration which
is of the form

Z
dd`

`µ1`µ2 · · ·

(�2p · `+ 2�)↵(�`2)�
. (3)

A closed formula for such tensor integrals with arbitrary
tensor rank and arbitrary exponents ↵ and � can easily
be obtained from the formula provided in Appendix A
of Ref. [45]. We thus remain with the loop integrations
given in the above table. Similar to Eq. (3) we can in-
tegrate all one-loop hard or ultra-soft loops which leaves
us with pure hard or pure ultra-soft contributions up to
three loops.
A particular challenge of our calculation is the high

expansion depth in �. We perform an expansion of all
diagrams up to �12. This leads to huge intermediate ex-
pressions of the order of 100 GB. Furthermore, for some
of the scalar integrals individual propagators are raised



RESIDUAL UNCERTAINTY on Γsl
3

FIG. 1. Scale dependence of �sl at fixed values of the inputs and µkin = 1GeV. Dashed (solid) lines represent the two (three)
loop calculation. In the left plot (µb-dependence) the blue (red) curves are at µc = 3(2)GeV; in the right plot (µc-dependence)
the blue(red) curves µb = mkin

b (mkin
b /2).

uncertainty of 0.6% in �sl and consequently of 0.3% in |Vcb| for our new default scenario, corresponding to µ = 1GeV,
µc = 2GeV and µb = mkin

b /2 ' 2.3GeV.

Beside the purely perturbative contributions, there are various other sources of uncertainty in the calculation of the
semileptonic width [25], but the work done in the last few years has been fruitful. After the O(↵s/m2

b) corrections
[26, 27], the O(↵s⇢3D/m3

b) corrections to �sl have been recently computed in Ref. [20] (the O(↵s⇢3LS) corrections to �sl

follow from the O(↵sµ2
G/m

2
b) and are tiny). They are expressed in terms of mb in the on-shell scheme and of mc(mb).

After converting their result to the kinetic scheme and changing the scale of mc, we find that this new correction,
together with all the terms of the same order generated by the change of scheme, enhances the coe�cient of ⇢3D by
8 to 18%, depending on the various scales. However, the O(↵s⇢3D) terms, after the conversion to the kinetic scheme,
generate new O(µ3↵2

s) and O(µ3↵3
s) contributions that tend to compensate their e↵ect. The resulting final shift on

|Vcb| is +0.05% with µc = 3GeV, µb = mkin
b and +0.1% for µc = 2GeV, µb = mkin

b /2, and we choose to neglect it in
the following.

After the O(↵s⇢3D) contribution, the main residual uncertainty in �sl is related to higher power corrections. The
Wilson coe�cients of the O(1/m4

b , 1/m
5) contributions have been computed [28], but little is known about the

corresponding 27 matrix elements. The Lowest Lying State Approximation (LLSA) [28] has been employed to estimate
them and to guide the extension [5] of Ref. [4] to O(1/m4

b , 1/m
5). In the LLSA, the O(1/m4

b , 1/m
5) contributions

increase the width by about 1%, but there is an important interplay with the semileptonic fit: as shown in Ref. [5], the
O(1/m4

b , 1/m
5) corrections to the moments and their uncertainties modify the results of the fit in a subtle way and the

final change in �sl is about +0.5%, a result stable under changes of the LLSA assumptions [5]. We therefore expect
the O(1/m4

b , 1/m
5) corrections to decrease |Vcb| by 0.25% with respect to the default fit. Although the uncertainty

attached to this value is mostly included in the theoretical uncertainty of the 2014 fit results, we may consider an
additional 0.2%. Further uncertainties stem from unknown O(↵s⇢3LS/m

3
b), O(↵2

s/m
2
b), and O(↵2

s⇢
3
D/m3

b) corrections,
but they are all likely to be at or below the 0.1% level, and of course quark-hadron duality has to break down at some
point. Combining all the discussed sources of uncertainties in a conservative way, we estimate the total remaining
uncertainty in �sl to be 1.2%.

In the end, using the inputs of the 2014 default fit and setting µc = 2GeV, µb = mkin
b /2 for the central value, we

obtain

|Vcb|2014 = 42.48(44)th(33)exp(25)� 10
�3 = 42.48(60) 10�3 (6)

where the uncertainty due to �sl has been reduced by a factor 2 with respect to Ref. [4].

UPDATING THE SEMILEPTONIC FIT

Despite ongoing analyses of the q2 and MX -moments at Belle and Belle II [29, 30], no new experimental result on
the semileptonic moments has been published since the 2014 fit [4]. On the other hand, new lattice determinations

Similar reduction in  dependence. Purely perturbative uncertainty 
(max spread), central values at . 

 effects in the width are known. Additional uncertainty from 
higher power corrections, soft charm effects of , duality violation. 

Conservatively: 1.2% overall theory uncertainty in  (a ~50% reduction)


Interplay with fit to semileptonic moments, known only to  

μkin ±0.7 %
μc = 2GeV, μαs

= mb/2

O(αs/m2
b , αs/m3

b)
O(αs/m3

bmc)

Γsl

O(α2
s , αsΛ2/m2

b)

Bordone, Capdevila, PG, 2107.00604

2loop
3loop

μc = 2GeV

μc = 3GeV

μαs
= mb /2

2loop
3loop

μαs
= mb



QED CORRECTIONS
b c b

`

⌫̄`

(a) (b) (c)

(d) (e) (f)

Figure 1: Sample Feynman diagrams which contribute to the forward scattering ampli-
tude of a bottom quark at LO (a), NLO (b), NNLO (c) and N3LO (d-f). Straight, curly
and dashed lines represent quarks, gluons and leptons, respectively. The weak interaction
mediated by the W boson is shown as a black dot.

(for sample Feynman diagrams see Fig. 1). Moments without cuts are simply obtained
by multiplying the forward scattering amplitude by the weight function (q2)i(q · v)j or
(p` · v)i for the Qi,j and Li, respectively. The leading order prediction is obtained from
the two-loop diagram in Fig. 1(a) where the internal lines correspond to the neutrino,
the charged lepton and the charm quark. The weak interaction is shown as an e↵ective
vertex. To compute QCD corrections up to O(↵3

s) we have to add up to three more loops
(see Fig. 1(b) to (f)).

An exact computation of five-loop diagrams with two mass scales (mb and mc) is out
of range using current methods. We obtain finite charm mass e↵ects by performing
an asymptotic expansion in the parameter � = 1 � mc/mb ⌧ 1, i.e. we expand the
Feynman diagrams around the equal mass limit mc ' mb, which we realize with the
method of regions [22, 23]. We call this approach the �-expansion. The opposite limit
⇢ = mc/mb ⌧ 1 (the ⇢-expansion) was adopted in [7] for the evaluation of the width to
O(↵2

s).

It has been shown that the �-expansion converges quite fast for the physical values of quark
masses � ' 0.7 [16, 19, 24]. Moreover compared to an expansion around the opposite limit
(⇢ ' 0.3), the �-expansion o↵ers two crucial advantages:

1. The number of regions to be calculated is considerably smaller.

2. The �-expansion yields a factorization of the multi-loop integrals which allows us
to integrate at least two loop momenta without applying integration-by-part (IBP)
relations. A computation up to O(↵n

s ) becomes a n-loop problem, even if we start
with (n+ 2)-loop Feynman diagrams.
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In the presence of photons, OPE valid only for total 
width and moments that do not resolve lepton 
properties ( ).  Expect mass singularities and 

 corrections.  

Leading logs  can be easily computed for 
simple observables using structure function 
approach, for ex the lepton energy spectrum

                                            

Eℓ, q2

O(αΛ/mb)

α ln me/mb

( dΓ
dy )

(1)

=
α
2π

ln
m2

b

m2
ℓ ∫

1

y

dx
x

P(0)
ℓℓ ( y

x ) ( dΓ
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(0)
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ℓℓ (z) = [ 1 + z2

1 − z ]
+
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Electron energy spectrum
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Leading contributions
1. Collinear logs: captured by splitting functions
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2. Threshold effects or Coulomb terms
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3. Wilson Coefficient
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also at subleading power!
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COMPLETE  EFFECTS IN LEPTONIC SPECTRUMO(α)

Typical measurements are completely inclusive, , but QED radiation is subtracted by 
experiments using PHOTOS (soft-collinear photon radiation to MC final states). 

Small but non-negligible differences with PHOTOS in BaBar leptonic moments hep-ex/0403030 

B → Xcℓν(γ)

Ecut �BRBaBar

incl
�BRLL

incl
�BRNLL

incl
�BR↵

incl
�BR

1/m2
b

incl
�BRincl �

0.6 �1.26% �1.92% �1.95% �0.54% �0.50% �0.45% +0.34

0.8 �1.87% �2.88% �2.91% �1.36% �1.29% �1.22% +0.30

1.0 �2.66% �4.03% �4.04% �2.38% �2.26% �2.15% +0.25

1.2 �3.56% �5.43% �5.41% �3.65% �3.43% �3.27% +0.14

1.5 �5.22% �8.41% �8.26% �6.37% �5.73% �5.39% �0.09

Table 2. Relative size of the QED corrections to BRincl(Ecut). The values of Ecut are given in
units of GeV. The entries in the column �BRBaBar

incl are the corrections obtained by BaBar in [44],
while the numbers for �BRLL

incl, �BR
NLL
incl and �BR↵

incl successively include the LL, NLL and complete
O(↵) corrections to the b ! ce⌫ branching ratio. The �BR

1/m2
b

incl numbers include all partonic QED
effects as well as the LL QED corrections to the O(⇤2

QCD/m
2
b) power corrections. The entries in

the column �BRincl represent our best predictions and include besides all partonic QED effects
the power-suppressed LL QED corrections up to O(⇤3

QCD/m
3
b)

�
see (5.2)

�
. The relative shifts in

standard deviations (�) that we obtain when using our best QED calculation to correct the BaBar
measurements are given in the last column. See main text for additional details.

reduction would be larger by around 0.4% if the constant �11/6 had been included in AEW

and not in f(y)
�
cf. (5.1) and (5.2)

�
. As a result when using our best QED calculation to

correct the BaBar measurements we obtain BRincl(Ecut) values that are on average larger
by about 0.2� than the QED corrected values for BRincl(Ecut) given in [44].

The absolute shift of the QED corrections to `1(Ecut), `2(Ecut) and `3(Ecut) is shown
in the three panels in Figure 7. In order to not spoil the strong cancellations between
the quantum corrections to the numerator and the denominator that enter the normalised
central moments [7, 47] we perform a double-series expansion in ↵ and ⇤QCD/mb when cal-
culating the ratios (4.23). In this expansion we keep all the terms up to the order indicated
by the superscript following the notation introduced in (5.2). We add that we have verified
that the expanded and unexpanded results of the central moments are numerically quite
close together. The black curves correspond to the QED corrections estimated by BaBar
in [44] with the help of PHOTOS, while the red (green) lines represent our LL

�
full O(↵)

�

predictions. The grey bands represent the systematic uncertainties that are associated to
the experimental subtraction procedure of QED corrections performed in [44], while the
black error bars correspond to the total uncertainties of the BaBar measurements. From all
three plots it is evident that the LL QED corrections describe the BaBar corrections pretty
well and that the numerical impact of the non-LL O(↵) corrections is notably smaller in
the case of `1(Ecut), `2(Ecut) and `3(Ecut) than for BRincl(Ecut). Still the inclusion of the
term ↵/⇡

�
�f

(1)(y)� 11/6
�

in the calculation of the central moments in general improves
the agreement between the BaBar and our QED corrections. Also notice that in the case
of `2(Ecut) the differences between the BaBar numbers and our best QED predictions are
within the systematic uncertainty band of the PHOTOS bremsstrahlungs corrections, while
this is not the case for `1(Ecut) and `3(Ecut). Given that the systematic uncertainties as-
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~0.2% reduction in Vcb
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Figure 7. Comparison of the absolute shift of the QED corrections to `1(Ecut), `2(Ecut)
and `3(Ecut) as a function of the lower cut Ecut on the electron energy. The colour coding re-
sembles that used in Figure 6.

sociated to the subtraction of QED effects are always a subdominant component in the
total experimental uncertainties, our absolute shifts �`1(Ecut), �`2(Ecut) and �`3(Ecut)

are, however, always fully compatible with the combined errors quoted by BaBar.

– 22 –

The black curve corresponds to the correction obtained by BaBar 
using PHOTOS, while the red (green) curve corresponds to our QED 
prediction including the LL terms (all QED corrections). The grey 
band represents the systematic uncertainty on the PHOTOS 
bremsstrahlungs corrections that BaBar quotes, while the black error 
bars correspond to the total uncertainties of the QED corrected BaBar 
results. 
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m
kin

b mc(2GeV) µ
2
⇡ µ

2

G(mb) ⇢
3

D(mb) ⇢
3

LS BRc`⌫ 103|Vcb|
4.573 1.090 0.454 0.288 0.176 �0.113 10.63 41.97
0.012 0.010 0.043 0.049 0.019 0.090 0.15 0.48

1 0.380 -0.219 0.557 -0.013 -0.172 -0.063 -0.428
1 0.005 -0.235 -0.051 0.083 0.030 0.071

1 -0.083 0.537 0.241 0.140 0.335
1 -0.247 0.010 0.007 -0.253

1 -0.023 0.023 0.140
1 -0.011 0.060

1 0.696
1

Table 4: Results of the updated fit in our default scenario (µc = 2 GeV, µs = mb/2). All
parameters are in GeV at the appropriate power and all, except mc, in the kinetic scheme at µk = 1
GeV. The first and second rows give central values and uncertainties, the correlation matrix follows.
�
2
min = 40.4 and �

2
min/dof = 0.546.

data [18] in the case of the second and third central moments. As a matter of fact, the
Belle and Belle II for those moments differ by about 2�.

The inclusion of the q
2-moments in the global fit confirms the above picture. The q

2-
moments lower slightly the value of ⇢3D(mb) by half a � and that of |Vcb| by a fraction of a �,
decreasing the final uncertainty on them from 0.031 to 0.018GeV3 and from 0.51⇥10�3 to
0.48 ⇥10�3, respectively. Because of its correlation with ⇢

3

D, the determination of µ2
⇡ also

benefit from the new data, with the uncertainty going down from 0.056 to 0.042 GeV2. We
have also included the results of the new calculation of QED and electroweak effects on the
lepton energy spectrum and moments [38]. Applying them to the BaBar data only, they
lower the values of the branching fraction and of |Vcb| by about 0.23%. Our final result for
|Vcb|, obtained updating the input charm and bottom masses and increasing the uncertainty
on the hadronic moments, is

|Vcb| = (41.97± 0.27exp ± 0.31th ± 0.25�)⇥ 10�3 = (41.97± 0.48)⇥ 10�3
. (4.1)

This is still in tension with most estimates based on the Belle and BaBar measurements
of exclusive decay B ! D

⇤
`⌫ [41–47], but agrees well with the very recent Belle and Belle

II results [48, 49] and with analyses of B ! D`⌫ [50, 51]. Interestingly, we also find that
a global fit to moments measured at a single cut on E` and q

2, which minimally depends
on the correlations among theory errors, gives very similar results. This corroborates our
study of the dependence on the modelling of theory correlations.

Further improvements of the inclusive determination of |Vcb| may come from new and
more precise measurements of the leptonic and hadronic moments at Belle II, which could
also measure the Forward-Backward asymmetry and related observables for the first time,
bringing a new sensitivity to µ

2

G to the fits [52, 53]. The new measurements should be able
to improve the treatment of QED corrections using the results of [38]. It will be useful
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Includes all leptonic, hadronic, and  moments measured by BaBar, Belle, Belle II, 
Cleo, CDF, Delphi

Up to  for  moments, up to  for moments 
(complete  calculation by Fael and Herren 2403.03976 to be implemented)

Subtracts QED effects beyond those computed by PHOTOS (only BaBar BR and lept moments) 
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q2

O(α2
s ), O(αs /m2

b), O(1/m3
b) MX, Eℓ O(α2
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O(α2
s )
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Table 4: Results of the updated fit in our default scenario (µc = 2 GeV, µs = mb/2). All
parameters are in GeV at the appropriate power and all, except mc, in the kinetic scheme at µk = 1
GeV. The first and second rows give central values and uncertainties, the correlation matrix follows.
�
2
min = 40.4 and �

2
min/dof = 0.546.

data [18] in the case of the second and third central moments. As a matter of fact, the
Belle and Belle II for those moments differ by about 2�.

The inclusion of the q
2-moments in the global fit confirms the above picture. The q

2-
moments lower slightly the value of ⇢3D(mb) by half a � and that of |Vcb| by a fraction of a �,
decreasing the final uncertainty on them from 0.031 to 0.018GeV3 and from 0.51⇥10�3 to
0.48 ⇥10�3, respectively. Because of its correlation with ⇢

3

D, the determination of µ2
⇡ also

benefit from the new data, with the uncertainty going down from 0.056 to 0.042 GeV2. We
have also included the results of the new calculation of QED and electroweak effects on the
lepton energy spectrum and moments [38]. Applying them to the BaBar data only, they
lower the values of the branching fraction and of |Vcb| by about 0.23%. Our final result for
|Vcb|, obtained updating the input charm and bottom masses and increasing the uncertainty
on the hadronic moments, is

|Vcb| = (41.97± 0.27exp ± 0.31th ± 0.25�)⇥ 10�3 = (41.97± 0.48)⇥ 10�3
. (4.1)

This is still in tension with most estimates based on the Belle and BaBar measurements
of exclusive decay B ! D

⇤
`⌫ [41–47], but agrees well with the very recent Belle and Belle

II results [48, 49] and with analyses of B ! D`⌫ [50, 51]. Interestingly, we also find that
a global fit to moments measured at a single cut on E` and q

2, which minimally depends
on the correlations among theory errors, gives very similar results. This corroborates our
study of the dependence on the modelling of theory correlations.

Further improvements of the inclusive determination of |Vcb| may come from new and
more precise measurements of the leptonic and hadronic moments at Belle II, which could
also measure the Forward-Backward asymmetry and related observables for the first time,
bringing a new sensitivity to µ

2

G to the fits [52, 53]. The new measurements should be able
to improve the treatment of QED corrections using the results of [38]. It will be useful

– 18 –

consistent with analysis of  moments by Bernlochner et al, 2205.10274   q2



Figure 7: Regions of ��
2  1 in the 2D planes (µ2

⇡, ⇢
3
D) (left) and (⇢3D, |Vcb|) (right). The dots

stand for the points at ��
2 = 0.

our ⇠ 15% uncertainty falls short of an O(↵3
s) contribution exceeding 25%. We therefore

increase the theoretical uncertainty of the third hadronic moments for the values of Ecut

where it is lower than 30%. This affects mostly the third hadronic moment measured by
Delphi [4], which has an experimental uncertainty of about 20% and favours a low ⇢

3

D, and
results in an increase of ⇠ 0.008 GeV3 of the central value of ⇢3D in the fit.

Our final results are summarised in Table 4, where we present a global fit to hadronic,
leptonic and q

2-moments that employs the updated heavy quark masses, an enlarged theory
uncertainty for the third hadronic moment, and includes, for the BaBar measurements, the
QED effects computed in [38]. The changes with respect to the global fit (last row) of
Table 3 are minor and mostly concern the determination of the branching fraction and a
�0.1% shift of |Vcb|. In Fig. 7 we show the regions of ��

2
< 1 in the 2D planes (µ2

⇡, ⇢
3

D)

and (⇢3D, |Vcb|), for the sets of data B-F of Fig. 6 after the various updates discussed in this
section.

4 Summary and outlook

The recent measurements of the q
2-moments by Belle and Belle II [18, 19] has opened

new opportunities for the study of inclusive semileptonic B decays. In this paper we have
presented the results of a new calculation of the moments of the q

2 spectrum in inclusive
semileptonic B decays that includes contributions up to O(↵2

s�0) and O(↵s⇤3

QCD
/m

3

b). In
particular, we have reproduced many of the results presented in Refs. [15, 30] and computed
for the first time the BLM corrections O(↵2

s�0) to the q
2-moments. If we employ the results

of the default fit of [12] as inputs, our predictions for the central moments of the q2 spectrum
are in excellent agreement with Belle II data [19], while there is a mild tension with Belle

– 17 –

comparison of different datasets

 momentsq2

Finauri, PG 2310.20324

Theory correlations are no longer an issue



Tests of Lepton Flavor Universality

KKV, Rahimi [2207.03432]; Ligeti, Tackmann [1406.7013];Bernlocner, Sevilla, Robinson, Wormser [2101.08326]

Re/µ(X ) ⌘ �(B ! Xce⌫̄e)

�(B ! Xcµ⌫̄µ)

• Belle II result: Re/µ(X ) = 1.033± 0.022 PRL131 [2023] [2301.08266]

• In agreement with new SM predictions: 1.006± 0.001 at 1.2�

• New! Belle II result: R⌧/`(X ) = 0.228± 0.016± 0.036 @EPS

• In agreement with SM prediction:

R⌧/`(X ) = 0.221± 0.004

Keri Vos (Maastricht) Inclusive 2023 24 / 25

2311.07248

6

Figure 2: Constraints on R(D(⇤)) from the measured
R(X⌧/`) value (red), compared to the world average of

R(D(⇤)) (blue [11]) and the standard model expectation
(gray and black [11, 45]). We describe the calculation of
the constraining R(X⌧/`)

† in the Supplemental
Material [19].

a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
dataset when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-
cay D ! K(anything) within its uncertainty as provided
in Ref. [35] while fixing the total event normalization.

Our result is in agreement with an average of
standard-model predictions of 0.223 ± 0.005 [21, 22, 41]
but also is consistent with a hypothetically enhanced
semitauonic branching fraction as indicated by the
R(D(⇤)) world averages [45] (cf. Fig. 2). Because of
distinct experimental strategies and small statistical
overlap (approximately 0.4% shared events), the total
correlation between this measurement and the exclusive
measurement of R(D⇤) in Ref. [8] is estimated to be
below 0.1. Therefore, R(X⌧/`) is a largely independent
probe of the b ! c⌧⌫ anomaly.
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What’s next for moments?

• Measure all kin. moments simultaneously as a function of  (  ) thresholds in 

:   , combined variables , 


• Full experimental correlations will be derived => important for global analysis


• Only shape observation (drop tagging eff. calibration, separate from  measurement)

q2 EB
l

B → Xℓν q2, EB
l , MX, cosθℓ n2

X (M2
X, EX) P±

X (MX, EX)

ℬ

Lu Cao
@Belle II physics week, 11/2023



INCLUSIVE DECAYS ON THE LATTICE
Inclusive processes impractical to treat directly on the lattice.  Vacuum current 
correlators computed in euclidean space-time are related to hadrons or  
decay via analyticity. In our case the correlators have to be computed in the B meson, 
but analytic continuation more complicated: two cuts, decay occurs only on a portion 
of the physical cut.

While the lattice calculation of the spectral density of hadronic correlators is an ill-
posed problem, the spectral density is accessible after smearing, as provided by 
phase-space integration Hansen, Meyer, Robaina, Hansen, Lupo, Tantalo, Bailas, Hashimoto, Ishikawa

e+e− → τ

• What about hadronic tensor W(%, q)?
• Elastic channel:
• Inelastic thesholds:

Quantum Mechanics in a Box

!19

%

C(%)

M

Physical In a box

%

C(%)

M
W. Jay @Snowmass workshop

needs smearing!
spectral function



A PRACTICAL APPROACH
4-point functions on the lattice are related to the hadronic tensor in euclidean

Hashimoto, PG 2005.13730 

tsrc t1 t2 tsnk

J†
µ Jν

BB

Fig. 4 Valence quark propagators and their truncations. The thin line connecting the

source tsrc and sink tsnk time slices represents the spectator strange quark propagator. A

smearing is introduced for the initial B meson interpolating operator at tsrc and tsnk. The

solid thick lines are the initial b and dashed line denotes the final c quark. The currents J†
µ

and Jν are inserted at t1 and t2, respectively.

see [24–26] for instance.) So far, in the literature, the moments of hadron energy and invari-

ant mass as well as the lepton energy have been considered; our proposal is to analyze the

inverse moments (12) and (13) at sufficiently small ω, instead, to extract |Vcb| or |Vub|. To
actually extract the moments from the experimental data is beyond the scope of this work.

The structure functions Ti have been calculated within the heavy quark expansion

approach. At the tree-level, the explicit form is given in the appendix of [23]. One-loop

or even two-loop calculations have also been carried out [27–29], but they only concern the

differential decay rates (or the imaginary part of the structure functions), and one needs to

perform the contour integral to relate them to the unphysical kinematical region.

4 Lattice calculation strategy

In this section, we describe the method to extract Ti’s from a four-point function calcu-

lated on the lattice. Although we take the B → D(∗)"ν channel to be specific, the extension

to other related channels is straightforward.

We consider the four-point function of the form

CSJJS
µν (tsnk, t1, t2, tsrc) =

∑

x

〈

P S(x, tsnk)J̃
†
µ(q, t1)J̃ν(q, t2)P

S†(0, tsrc)
〉

, (14)

where P S is a smeared pseudo-scalar density operator to create/annihilate the initial B

meson at rest. The inserted currents J̃µ are either vector or axial-vector b → c current

and assumed to carry the spatial momentum projection
∑

x1
eiq·x1J(x1, t1). Thus, the mass

dimension of J̃µ is zero. The quark-line diagram representing (14) is shown in Figure 4.

10

∼ ⟨B |J†
μ(x, t)Jν(0,0) |B⟩

The necessary smearing is provided by phase space integration over the hadronic energy, which is 
cut by a  with a sharp hedge: sigmoid  can be used to replace kinematic  for .   
Larger number of polynomials needed for small 

θ 1/(1 + ex/σ) θ(x) σ → 0
σ

3

are defined in the range 0  x  1. Their first
few terms are T ⇤

0 (x) = 1, T ⇤
1 (x) = 2x � 1, T ⇤

2 (x) =
8x2 � 8x + 1, and others can be obtained recursively
by T ⇤

j+1(x) = (4x � 2)T ⇤
j
(x) � T ⇤

j�1(x). Each term

of h µ|T ⇤
j
(e�Ĥ)| ⌫i/h µ| ⌫i can be constructed from

CJJ

µ⌫
(t + 2t0)/CJJ

µ⌫
(2t0) = h µ|e�Ĥt| ⌫i/h µ| ⌫i.

The coe�cients c⇤
j

in (12) are obtained by an integral

c⇤
j

=
2

⇡

Z
⇡

0
d✓K

✓
� ln

1 + cos ✓

2

◆
cos(j✓), (13)

according to the general formula of the Chebyshev ap-
proximation. The Chebyshev approximation is the best
in the sense that its maximum deviation in x 2 [0, 1] is
minimized among all possible polynomials of order N .

The integral kernel K(!, q) is chosen as

K(l)
�

(!) = e2!t0(�
p

q2)2�l(mBs � !)l

⇥✓�(mBs �
p

q2 � !) (14)

for l = 0, 1, or 2 corresponding to X(l), (5)–(7). An ap-
proximate Heaviside step function ✓�(x) is introduced to
realize the upper limit of the !-integral. In order to sta-
bilize the Chebyshev approximation, we smear the step
function in a small width �. For an explicit form, we
chose ✓�(x) = 1/(1+exp(�x/�)). The extra factor e2!t0

in (14) cancels the short time evolution e�Ĥt0 in | µ(q)i.
Figure 1 demonstrates how well K(l)

� (!) is approxi-
mated with certain orders of the polynomials, i.e. N = 5,
10 and 20. An example for l = 0 is shown. Here we take
three representative values of �: � = 0.2, 0.1 and 0.05 in
the lattice unit. The comparison is made for parameters
that roughly correspond to our lattice simulation setup:
the inverse lattice spacing 1/a ' 3.61 GeV, amBs ' 1.0,
t0/a = 1. The momentum insertion q is assumed to be
zero. The kernel function is well approximated with rel-
atively low orders of the polynomials, such as N = 10,
when su�ciently smeared, e.g. � = 0.2. For smaller �’s,
the function exhibits a sharp change near the thresh-
old ! = 1.0, and the Chebyshev approximation becomes
poorer. For better approximation, one needs higher or-
der polynomials, like N = 20. Eventually we have to
take the limit of � ! 0, and the error due to finite order
of polynomials has to be estimated. For the other cases,
l = 1 and 2, the polynomial approximations are better
than those for l = 0.

We perform a pilot study of the method described
above using a lattice data computed on an ensemble with
2+1 flavors of Möbius domain-wall fermions (the ensem-
ble “M-ud3-sa” in [17], which has 1/a = 3.610(9) GeV).
For the charm and bottom quarks only in the valence
sector, the same lattice formulation is used. The charm
quark mass mc is tuned to its physical value and the
Ds and D⇤

s
meson masses are 1.98 and 2.12 GeV, respec-

tively. The bottom quark mass is taken as 2.44mc, which
is substantially smaller than the physical b quark mass.
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K
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)
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� = 0.05
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FIG. 1. Approximation of the weight function K(l=0)
� (!) with

the Chebyshev polynomials of e�!. For each value of the
smearing width � (= 0.2 (top), 0.1 (middle), 0.05 (bottom)),
the approximations with the polynomial order N = 5 (dot-
ted), 10 (dot-dashed), 20 (dashed) are plotted as well as the
true curve (solid curve).

The corresponding Bs meson mass is 3.45 GeV. In this
setup, the maximum possible spatial momentum in the
Bs ! Ds`⌫̄ decay is (m2

Bs
�m2

Ds
)/2mBs ' 1.1 GeV. The

lattice volume is L3 ⇥ Lt = 483 ⇥ 96, and we calculate
the forward-scattering matrix elements with spatial mo-
menta q at (0,0,0), (0,0,1), (0,0,2) and (0,0,3) in units of
2⇡/La. The number of lattice configurations averaged is
100, and the measurement is performed with four di↵er-
ent source time-slices.

For a fixed spatial momentum q, we compute a four-

3
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FIG. 1. Approximation of the weight function K
(l=0)
� (!) with

the Chebyshev polynomials of e
�!. For each value of the

smearing width � (= 0.2 (top), 0.1 (middle), 0.05 (bottom)),
the approximations with the polynomial order N = 5 (dot-
ted), 10 (dot-dashed), 20 (dashed) are plotted as well as the
true curve (solid curve).

realize the upper limit of the !-integral. In order to sta-
bilize the Chebyshev approximation, we smear the step
function over a small width �. For an explicit form, we
chose ✓�(x) = 1/(1+exp(�x/�)). The extra factor e2!t0

in (14) cancels the short time evolution e�Ĥt0 in | µ(q)i.
Fig. 1 demonstrates how well K(l)

� (!) is approximated
with certain orders of the polynomials, i.e. N = 5, 10
and 20. An example for l = 0 is shown. Here we take
three representative values of �: 0.2, 0.1 and 0.05 in lat-
tice units. The comparison is made for parameters that

roughly correspond to our lattice setup: the inverse lat-
tice spacing 1/a ' 3.61 GeV, amBs ' 1.0, t0/a = 1.
The momentum insertion q is set to zero. The kernel
function is well approximated with relatively low orders
of the polynomials, such as N = 10, when su�ciently
smeared, e.g. � = 0.2. For smaller �’s, the function ex-
hibits a more rapid change near the threshold ! = 1.0,
and one needs higher orders, like N = 20. Eventually we
have to take the limit � ! 0, and the error due to finite
N has to be estimated. For l = 1 and 2 the polynomial
approximations are better than those for l = 0.

We perform a pilot study of the method described
above using lattice data computed on an ensemble with
2+1 flavors of Möbius domain-wall fermions (the ensem-
ble “M-ud3-sa” in [21], which has 1/a = 3.610(9) GeV).
For the charm and bottom quarks in the valence sec-
tor, the same lattice formulation is used. The charm
quark mass mc is tuned to its physical value and the
Ds and D⇤

s
meson masses are 1.98 and 2.12 GeV, respec-

tively. The bottom quark mass is taken as 2.44mc, which
is substantially smaller than the physical b quark mass.
The corresponding Bs meson mass is 3.45 GeV. In this
setup, the maximum possible spatial momentum in the
Bs ! Ds`⌫̄ decay is (m2

Bs
� m2

Ds
)/2mBs ' 1.16 GeV.

The lattice volume is L3 ⇥ Lt = 483 ⇥ 96, and we calcu-
late the forward-scattering matrix elements with spatial
momenta q of (0,0,0), (0,0,1), (0,0,2) and (0,0,3) in units
of 2⇡/La. The number of lattice configurations averaged
is 100, and the measurement is performed with four dif-
ferent source time-slices.

For a fixed spatial momentum q, we compute a four-
point function to extract CJJ

µ⌫
(t; q) (more details of the

lattice calculation are presented in [9]). We perform the
!-integral (4) using the representation (12). Matrix ele-
ments of the shifted Chebyshev polynomials are obtained
from CJJ

µ⌫
(t+2t0; q)/CJJ

µ⌫
(2t0; q) at various t’s (and t0 =

1) by a fit with constraints |h µ|T ⇤
j
(e�Ĥ)| ⌫i/h µ| ⌫i| <

1, which is a necessary condition for the Chebyshev poly-
nomials.

First, we inspect how well the Chebyshev approxima-
tion works by comparing the results for X̄(2) obtained
with the polynomial order N = 5, 10, 15 at various val-
ues of �, the width of the smearing. Fig. 2 shows that the
dependence on � is mild and the limit of � = 0 is already
reached at around � = 0.05. The dependence on N is
not significant, which indicates that the approximation
is already saturated at N ' 10. This is crucial because
the error of the lattice data is too large to constrain the
matrix elements h µ|T ⇤

j
(e�Ĥ)| ⌫i/h µ| ⌫i at j ' 10 or

larger. The results for X̄(0) and X̄(1) show the similar
tendency. We take � = 0.05 in the following analysis; the
results are within statistical error even if we extrapolate
to � = 0.

The lattice results for X̄ =
P2

l=0 X̄(l) are compared
with the OPE predictions in Fig. 3 as a function of q2.
Here, the results for di↵erent polarizations, i.e. longi-
tudinal (k: µ, ⌫ = 0 and 3) and perpendicular (?: µ,

lim
σ→0

lim
V→∞

Xσ

Two methods based on
Chebyshev polynomials and 
Backus-Gilbert. Important:

∫ d3x
eiq⋅x

2MB
⟨B |J†

μ(x, t)Jν(0,0) |B⟩ ∼ ∫
∞

0
dωWμνe−tω

dΓ ∼ LμνWμν, Wμν ∼ ∑
X

⟨B |J†
μ |X⟩⟨X |Jν |B⟩

smearing kernel  f(ω) = ∑
n

ane−naω



LATTICE VS OPE mkin

b
(JLQCD) 2.70 ± 0.04

mc(2 GeV) (JLQCD) 1.10 ± 0.02

mkin

b
(ETMC) 2.39 ± 0.08

mc(2 GeV) (ETMC) 1.19 ± 0.04

µ2
⇡ 0.57 ± 0.15

⇢3
D

0.22 ± 0.06

µ2
G
(mb) 0.37 ± 0.10

⇢3
LS

�0.13 ± 0.10

↵(4)
s (2 GeV) 0.301 ± 0.006

Table 1. Inputs for our OPE calculation. All parameters are in GeV at the appropriate power and
all, except mc, in the kinetic scheme at µ = 1 GeV. The heavy-quark masses for the ETMC setup
are 100% correlated. As a remnant of the semileptonic fit, we include a 50% correlation between
µ2
⇡ and ⇢3D.

0.1–0.2 GeV3, they could shift µ2
⇡ and µ2

G
by 0.02–0.1 GeV in going from the physical value

of mb to mb ⇠ 2.5 GeV, which amounts to a 5–25% shift. We show the inputs of our
calculation in table 1. While the heavy-quark masses are slightly different between the two
setups, we adopt the same expectation values in both cases. Their central values take into
account the shift related to the strange spectator, while the uncertainties follow from the
uncertainty of the fit of ref. [68], the SU(3) symmetry breaking, and the lower b mass.

Beside the parametric uncertainty of the inputs, our results are subject to an uncer-
tainty due the truncation of the expansion in eq. (4.1) and to possible violations of quark-
hadron duality. We estimate the former by varying the OPE parameters, the heavy-quark
masses, and ↵s in an uncorrelated way and adding the relative uncertainties in quadrature.
In particular, we shift mb,c by 6 MeV, µ2

⇡,G
by 15%, and ⇢3

D,LS
by 25%. These corrections

should mimic the effect of higher-power corrections. Since in the case of the q2 spectrum
and differential moments we restrict ourselves to O(↵s) corrections, we include the relative
uncertainty in the same way, shifting ↵s by 0.15, which corresponds to a 50% uncertainty.
In the case of the total width and total moments, higher-order perturbative corrections are
known and the perturbative uncertainty can be reduced, as discussed below.

4.2 Comparison with lattice results

4.2.1 q2 spectrum and differential moments

We start our comparison of lattice and OPE results with the q2 spectrum and the differential
moments introduced in eq. (2.39) and in eq. (2.40). Only the O(↵s) perturbative corrections
are included in this case. Figure 14 shows the q2 spectrum in the SM, namely with a V �A

current. Despite the large uncertainty of the OPE prediction, about 30% in the JLQCD
case and 50% in the ETMC case, the overall agreement is good. The OPE uncertainty is
dominated by the power corrections. We also stress that close to the partonic endpoint,
corresponding to 1.27 GeV2 and 0.82 GeV2 in the two cases, we do not expect the OPE
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Figure 14. Differential q2 spectrum, divided by |q|, in the SM. Comparison of OPE with JLQCD
(top panel) and ETMC (bottom panel) data are shown.

calculation to be reliable, as discussed above. The corresponding hadronic endpoints are
1.35 GeV2 and 0.75 GeV2, respectively.

The uncertainties affecting both calculations can be greatly reduced by considering
the differential moments. In particular, the OPE uncertainty becomes smaller because of
the cancellations between power corrections to the numerator and to the denominator. To
expose the cancellations we expand the ratios in powers of ↵s and 1/mb. In figure 15 we
show the first differential lepton energy moment, L1(q2), in the SM, comparing the OPE
with ETMC data. As expected, the relative uncertainty of both the OPE calculation and
of the lattice data is much smaller than in the bottom panel of figure 14 and we observe
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Twisted boundary conditions allow
for any value of  
Smaller statistical uncertainties

⃗q2

OPE inputs from fits to exp data (physical 
mb), HQE of meson masses on lattice
             1704.06105, J.Phys.Conf.Ser. 1137 (2019) 1, 012005

We include  and  terms

Hard scale 
We do not expect OPE to work at high

O(1/m3
b) O(αs)

m2
c + q2 ∼ 1−1.5 GeV

|q |

ETMC twisted mass

JLQCD domain wall fermions

PG, Hashimoto, Maechler, Panero, Sanfilippo, Simula, Smecca, Tantalo, 2203.11762
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Barone, Hashimoto, Juttner, Kaneko, Kellermann, 2305.14092

First results at the physical b mass
Relativistic heavy quark
effective action for b

Bs decays,
domain wall fermions,

improved implementation
of Chebychev polynomials
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qualitative study
~5% statistical uncertainty

 on total width

possibly better to compare
 with partial width at low ⃗q2

Ongoing work on semileptonic D,Ds decays by two collaborations

Figure 11. Estimate of X̄(q2) with the two different strategies for 10 different q2 with N = 9 and
q2
max = 5.86 GeV2.
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Figure 12. Contributions to X̄(q) from the Chebyshev-polynomial approach at N = 9 and !0 =
0.9!min with associated error bars. The black triangles correspond to the final value X̄(q2) =P2

l=0

P
{µ,⌫} X̄(l)

µ⌫ (q2). The solid black lines separate the contributions from l = 0 (bottom), l = 1
(middle) and l = 2 (top).

channel X̄(2)

AiAi
as it is the one responsible for the largest contribution. The plot is shown

in Fig. 15. We can see that for small q2 the value of X̄(q) is stable, which implies that
statistical and systematic errors are well balanced. For larger q2 the situation is more
delicate: this can be understood in terms of the reduced phase space in !, as shown for
example in Fig. 10. A first attempt at mitigating the induced systematic effect could
be to identify the region where the two Backus-Gilbert approaches with different bases are
consistent, to identify (where possible) a plateau, and to estimate a value inside such region.

– 24 –



INCLUSIVE |Vub |

]-3 10×|  [ub|V
2 4 6

) eCLEO (E
 0.49 + 0.22 - 0.31±4.23 

) 2, q
X

BELLE sim. ann. (m
 0.47 + 0.25 - 0.28±4.52 
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HF/A9
2021

P. Gambino, P. Giordano, G. Ossola, N. Uraltsev
JHEP 0710:058,2007 (GGOU)
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Eur.Phys.J.C59:831,2009 and references therein
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a) b)

Figure 64: Measurements of |Vub| from inclusive semileptonic decays and their average based
on the GGOU (a) and ADFR (b) prescription. The labels indicate the variables and selections
used to define the signal regions in the different analyses .

(i) soft–gluon resummation to next–to–next–leading order and (ii) an effective QCD coupling3070

without a Landau pole. This coupling is constructed by means of an extrapolation to low3071

energy of the high–energy behaviour of the standard coupling. More technically, an analyticity3072

principle is used. The lower cut on the electron energy for the endpoint analyses is 2.3 GeV [591].3073

The ADFR calculation uses the MS renormalization scheme; the heavy quark parameters3074

determined from the global fit in the kinetic scheme, described in 7.2.2, were therefore translated3075

into the MS scheme by using code provided by Einan Gardi (based on Refs. [592,593]), giving3076

mb(MS) = (4.188 ± 0.043) GeV. The extracted values of |Vub| for each measurement along3077

with their average are given in Table 94 and illustrated in Fig. 64(b). The total error is +5.5
�5.5%3078

whose breakdown is: statistics (+1.6
�1.6%), detector effects (+1.7

�1.7%), B ! Xc`+⌫` model (+1.3
�1.3%),3079

B ! Xu`+⌫` model (+1.6
�1.5%), ↵s (+1.1

�1.1%), |Vcb| (+1.9
�1.9%), mb (+0.7

�0.7%), mc (+1.3
�1.3%), semileptonic3080

branching fraction (+0.8
�0.7%), theory model (+3.6

�3.6%). The leading uncertainty is due to the theory3081

model.3082

7.4.5 BLL3083

Bauer, Ligeti, and Luke (BLL) [571] give a HQET-based prescription that advocates combined3084

cuts on the dilepton invariant mass, q2, and hadronic mass, mX , to minimise the overall un-3085

certainty on |Vub|. In their reckoning a cut on mX only, although most efficient at preserving3086

phase space (⇠80%), makes the calculation of the partial rate untenable due to uncalculable3087

corrections to the b-quark distribution function or shape function. These corrections are sup-3088

181

Important Belle measurement 2102.00020

In my opinion, the cleanest
measurement is the most inclusive one 
with :MX < 1.7GeV, Eℓ > 1GeV

|Vub | = (3.97 ± 0.08 ± 0.16 ± 0.16) 10−3

Table 95: Summary of inclusive determinations of |Vub|. The errors quoted on |Vub| correspond
to experimental and theoretical uncertainties.

Framework |Vub|[10�3]

BLNP 4.28± 0.13+0.20
�0.21

DGE 3.93± 0.10+0.09
�0.10

GGOU 4.19± 0.12+0.11
�0.12

ADFR 3.92± 0.1+0.18
�0.12

BLL (mX/q2 only) 4.62± 0.20± 0.29

B meson decays.3108

The average of the |Vub|/|Vcb| measurements from ⇤b ! pµ⌫ and Bs ! Kµ⌫, using only
results at high q2 (based on Lattice-QCD), assuming the uncertainties due to trigger selection
and tracking efficiency are fully correlated, is

|Vub|

|Vcb|
= 0.0838± 0.0046 (228)

where the reported uncertainty includes both experimental and theoretical contributions. The
average of the |Vcb| results from B ! D`⌫, B ! D⇤`⌫ and Bs ! D(⇤)

s µ⌫, is

|Vcb| = 38.90± 0.53 (229)

where the uncertainty also in this case includes both experimental and theoretical contributions.3109

The P (�2) of the average is 30%.3110

The combined fit for |Vub| and |Vcb| results in

|Vub| = (3.51± 0.12)⇥ 10�3 (230)
|Vcb| = (39.10± 0.50)⇥ 10�3 (231)

⇢(|Vub|, |Vcb|) = 0.175 , (232)

where the uncertainties in the inputs are considered uncorrelated. The fit result is shown in3111

Fig. 66, where both the ��2 = 1 and the two-dimensional 68% C.L. contours are indicated.3112

The average value of |Vcb| differs from the inclusive one, by about 3.3�. The difference of |Vub|3113

from the GGOU inclusive result taken as reference is also 3.3�.3114

7.6 B ! D(⇤)⌧⌫⌧ decays3115

In the SM, the semileptonic decay are tree level processes which proceed via the coupling to the3116

W± boson. These couplings are assumed to be universal for all leptons and are well understood3117

theoretically, (see Section 5.1 and 5.2.). This universality has been tested in purely leptonic and3118

semileptonic B meson decays involving a ⌧ lepton, which might be sensitive to a hypothetical3119

charged Higgs boson or other non-SM processes.3120

Compared to B+
! ⌧⌫⌧ , the B ! D(⇤)⌧⌫⌧ decay has advantages: the branching fraction3121

is relatively high, because it is not Cabibbo-suppressed, and it is a three-body decay allowing3122
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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FIG. 3. The q2 spectra of B
0 ! ⇡+`�⌫̄` obtained from

the fit of the combined LQCD and experimental information
(orange, solid) and from the fit to LQCD only (green, dashed)
are shown. The data points are the background subtracted
post-fit distributions, corrected for resolution and e�ciency
e↵ects and averaged over both isospin modes. In addition,

the LQCD pre-fit prediction of [36] for the B
0 ! ⇡+`�⌫̄`

form factor is shown (grey).

compatible with the world average within 1.1 standard
deviations. Fig. 2 (bottom) compares the obtained val-
ues and we also find good agreement between the isospin
conjugate exclusive values of |Vub|. Figure 3 compares the

fitted q2 spectra of the di↵erential rate of B
0 ! ⇡+`�⌫̄`

for both fit scenarios as well as for the LQCD input [36].
The inclusion of the full experimental and theoretical
knowledge leads to a higher rate at low q2.

In summary, we presented the first simultaneous deter-
mination of inclusive and exclusive |Vub| within a single
analysis. In the ratio of both |Vub| values many system-
atic uncertainties such as the tagging calibration or the
lepton identification uncertainties cancel and one can di-
rectly test the SM expectation of unity. We recover ra-
tios that are compatible with this expectation, but 1.6
standard deviations higher than the ratio of the current
world averages of inclusive and exclusive |Vub|. This ten-
sion is reduced to 1.1 standard deviations when including
the constraint based on the full theoretical and experi-
mental knowledge of the B ! ⇡ ` ⌫̄` form factor shape.
We average our inclusive and exclusive values from both
approaches using LQCD or LQCD and additional exper-
imental information and find,

|Vub| = (4.01± 0.27)⇥ 10�3 , (LQCD) (14)

|Vub| = (3.85± 0.26)⇥ 10�3 , (LQCD+ exp.) (15)

respectively. These values can be compared with
the expectation from CKM unitarity of Ref. [47]
of |V CKM

ub | = (3.64± 0.07)⇥ 10�3 and are compatible
within 1.4 and 0.8 standard deviations, respectively. The

applied approach of simultaneously fitting q2 and the
number of charged pions in the Xu system will benefit
from the large anticipated data set of Belle II. Additional
fit scenarios and inclusive |Vub| values from other theory
calculations of the partial rate are provided in the sup-
plemental material [48].
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)

2) FLAG 2022 + all experimental 
information on  FFB → π
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)recent



EXCLUSIVE DECAYS

There are 1(2) and 3(4) FFs for D and D*  for light (heavy) leptons, for instance

Information on FFs from LQCD (at high q2), LCSR (at low q2), HQE, exp, extrapolation, 
unitarity constraints, … 
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factors arises from the following definitions: For B̄ ! D, one commonly defines

hD(k)| c̄�µb |B̄(p)i =


(p+ k)µ �

M2
B �M2

D

q2
qµ

�
fB!D
+ (q2) +

M2
B �M2

D

q2
qµfB!D

0 (q2) , (1)

hD(k)| c̄�µ⌫b |B̄(p)i =
2i

MB +MD
(kµp⌫ � pµk⌫)fT (q

2, µ) , (2)

with �µ⌫ = i
2 [�

µ, �⌫ ]. In the above, f+ is the vector form factor, fT is the scale-dependent tensor form factor arising
only in NP scenarios (its definition corresponds to the one in Ref. [21]), and f0 doubles as the scalar form factor:

hD(k)| c̄b |B̄(p)i =
M2

B �M2
D

mb �mc
fB!D
0 (q2) . (3)

The matrix elements of the remaining axial and pseudoscalar currents are zero by virtue of QCD conserving parity.

For B̄ ! D⇤, one commonly defines

hD⇤(k, ⌘)| c̄�µb |B̄(p)i = �✏µ⌫⇢�⌘⇤⌫(k) p⇢ k�
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, (4)

hD⇤(k, ⌘)| c̄�µ�5b |B̄(p)i = i⌘⇤⌫

⇢
2MD⇤A0(q

2)
qµq⌫

q2
+ 16

MBM2
D⇤

�
A12


2pµq⌫ �

M2
B �M2

D⇤ + q2

q2
qµq⌫

�
(5)

+ (MB +MD⇤)A1(q
2)


gµ⌫ +

2(M2
B +M2

D⇤ � q2)

�
qµq⌫ �

2(M2
B �M2

D⇤ � q2)

�
pµq⌫

��
,

hD⇤(k, ⌘)| c̄�µ⌫b |B̄(p)i = i⌘⇤↵✏
µ⌫

⇢�

⇢
�

✓
(p+ k)⇢ �

M2
B �M2

D⇤

q2
q⇢
◆
g↵� +

2

q2
p↵p⇢k�

�
T1(q

2) (6)

�

✓
2

q2
p↵p⇢k� �

M2
B �M2

D⇤

q2
q⇢g↵�

◆
T2(q

2) +
2

M2
B �M2

D⇤
p↵p⇢k�T3(q

2)

�
.

where ⌘ denotes the D⇤ polarization vector, V the vector form factor, and A1,12 are the axial form factors. Note
that the relative sign between our eq. (4) and the decomposition in ref. [22] arises from the di↵erent definition of
the Levi-Civita tensor: we use "0123 = +1. Moreover, in the decomposition above A12 correspond to longitudinal
polarizations of the emitted virtual W , which is more convenient (e.g. when inferring form factors from lattice QCD)
than parametrizations involving the form factor A2, see e.g. [22]. The function A0 doubles as the pseudo-scalar form
factor,

hD⇤(k, ⌘)| c̄�5b |B̄(p)i = �2iMD⇤
⌘⇤ · q

mb +mc
A0 , (7)

whereas the matrix element of the scalar current vanishes by virtue of QCD conserving parity.

Exact relations at q2 = 0 between some of the form factors ensure the absence of unphysical singularities in eq. (1)
and eq. (5). These relations read:

f+(q
2 = 0) = f0(q

2 = 0) ,

A0(q
2 = 0) =

MB +MD⇤

2MD⇤
A1(q

2 = 0)�
MB �MD⇤

2MD⇤
A2(q

2 = 0) .
(8)

A further exact relation arises due to algebraic identities involving the Lorentz structures �µ⌫ and �µ⌫�5 [22]:

T1(0) = T2(0) . (9)

Further approximate relations arise from the HQE of the hadronic matrix elements. These relations, the parametric
models involved, and theoretical inputs needed for the subsequent statistical analyses are the subject of the remainder
of this section.

A. Heavy-Quark Expansion and models

The combination of heavy-quark spin symmetry and heavy-quark flavour symmetry permits to relate B̄(⇤)(v) !

D(⇤)(v0) matrix elements with each other in a simultaneous expansion in the strong coupling ↵s and the inverse pole

b

d, u

c

l

v

X
d,u

B Vcb	
= D, D*, …

A model independent parametrization is very useful. In particular       
BGL (Boyd, Grinstein, Lebed) 



LATTICE + EXP BGL FIT for B → Dℓν
Bigi, PG 1606.08030

Babar 2009
Belle 2015
MILC-FNAL  
HPQCDf+

f0

BGL N=4

χ2/dof=19/22

|Vcb|=40.5(1.0) 10-3,  R(D)=0.299(3) 

Lattice determines slopes, exp data shown at fitted Vcb 

R(D)=0.299(3)
 1.3σ from exp

FLAG has
very similar 

results

CLN cannot 
fit both ff



Model independence vs 
overfitting


with . Where do we truncate 
the series? How can we include unitarity 
constraints?  These questions are related.

f(q2) = A(q2)
∞

∑
i

ai z(q2)i,
∞

∑
i

a2
i < 1

|z | < 0.06

Different options with various pro/cons:
1. Frequentist fits with strong  penalty outside unitarity;  increase BGL order till  is 

stable. Can compute CL intervals  Bigi, PG, 1606.08030, Jung,Schacht,PG 1905.08209 New: Feldman-
Cousins consistent frequentist approach with well-defined CL

2. Frequentist fit with Nested Hypothesis Test or AIC to determine optimal truncation 
order: go to order  if   Check unitarity a posteriori 
Bernlochner et al, 1902.09553

3. Bayesian inference using unitarity constraints as prior with BGL Flynn, Jüttner, Tsang 2303.11285 or 
in the Dispersive Matrix approach (which avoids truncation), Martinelli, Simula, Vittorio et al. 
2105.02497

χ2 χ2
min

N + 1 Δχ2 = χ2
min,N − χ2

min,N+1 ≥ 1,2

Form-factor truncation

Key question: Where do we truncate our expansions?
A [Bernlochner+’19] : include parameter only if  2 decreases significantly
B (GJS, BGJvD): include one “unnecessary” order

Comments:

• Large di⇥erence, ⇤ 50% di⇥erence in uncertainty

• Motivation for A: convergence, avoid overfitting

• Motivation for B: avoid underestimating uncertainties

Di⇥erent perspectives: only describing data, A is ok.
However: we extrapolate to regions where we lack sensitivity

Example: g(w) from FNAL/MILC

• perfect description at O(z)

• large impact from O(z2)

• Nevertheless: O(z2)  6%◊O(z)
overfitting limited

Just because you’re not sensitive,
doesn’t mean it’s not there!

9 / 14

redundance
important for 
reliable uncertainty

until you have lots of precise data…



LATTICE FORM FACTORS FOR B → D*

No major discrepancy

but differences may
get amplified in certain

combinations of ffs

Figure 4. Comparison of recent lattice determinations of the four SM B ! D
⇤ BGL form factors:

FNAL/MILC (orange) [15], HPQCD (purple) [16], and JLQCD (green) [17].

since FNAL/MILC include 9 additional ensembles.1 We use the pseudodata provided by
FNAL/MILC directly, while for HPQCD we use the given form-factor parameters to create
5 pseudodata points within the range of their simulations. In Fig. we show the corre-
sponding data points together with the resulting band obtained from an N = 3 BGL fit
to these points. Note that using the “simplified BCL parametrization”, the extrapolation
is affected significantly, resulting in form-factor values at low q

2 about 1.5� lower than the
ones shown here.2

3.2 B ! D⇤

4 B ! D`⌫ Fits

4.1 Experimental information

Belle measured the differential branching fraction d�/dw(B ! D`⌫) in ten bins, separately
` = e, µ as well as B = B

0
, B

+, providing the full 40⇥ 40 correlation matrix [9]. Assuming
isospin symmetry and lepton-flavour universality, the four modes can be averaged, as done
in Ref. [9]. In order to avoid the d’Agostini bias, explained in Sec. 2.4, we calculate from

1We checked that assuming instead 100% correlation between the statistical uncertainties as done in
Ref. [41] changes the form factors insignificantly.

2Creating pseudodata points from the FF parameters given in Ref. [41], and fitting these data in BGL,
we obtain a band consistent with ours.

– 14 –

see Andreas Juttner talk

FERMILAB/MILC
JLQCD
HPQCD 

2105.14019, 2112.13775, 2304.03137



RATIOS OF FORM FACTORSComparison with new lattice calculations

Major improvement: B(s) � D�
(s) FFs@w > 1! (Bs : [Harrison+’22] )

• FNAL/MILC’21

• HQE@1/m2
c

• Exp (BGL)

• JLQCD prel

• HPQCD’23

Compatible. Slope?

• Deviation HPQCD-BGJvD

• FNAL/MILC close to HPQCD

• Deviation wrt experiment

Requires further investigation!

12 / 14

FERMILAB/MILC
JLQCD
HPQCD 
HQE (LCSR+SR+lat<2019)
EXP (Belle 2018)

Comparison with new lattice calculations

Major improvement: B(s) � D�
(s) FFs@w > 1! (Bs : [Harrison+’22] )

• FNAL/MILC’21

• HQE@1/m2
c

• Exp (BGL)

• JLQCD prel

• HPQCD’23

Compatible. Slope?

• Deviation HPQCD-BGJvD

• FNAL/MILC close to HPQCD

• Deviation wrt experiment

Requires further investigation!

• JLQCD “diplomatic”
12 / 14

Form factor ratios more sensitive to 
differences. Stark tension between
F/M & HPQCD and HQE & EXP in R2

M.Jung



FERMILAB/MILCResults: Separate fits and joint fit

Separate fits

1.0 1.1 1.2 1.3 1.4 1.5
0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

0.0014
Lattice QCD
Belle untagged
BaBar
Lattice
Belle untagged 
Belle untagged 
BaBar synthetic

Joint fit

1.0 1.1 1.2 1.3 1.4 1.5
0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

0.0014
Joint Fit
Lattice QCD
Belle untagged, 
Belle untagged, 
BaBar synthetic

Fit Lattice Exp Lat + Belle Lat + BaBar Lat + Exp
p-Value 0.88 0.037 0.015 0.088 0.002

Alejandro Vaquero (University of Utah) B̄ ! D⇤`⌫̄ at non-zero recoil July 29th, 2021 20 / 25

2105.14019

Our analysis of Belle 18+ FNAL data ( Jung, PG):
 |Vcb|= ( ) using only total rate |Vcb|=  39.4(9) 10−3 χ2

min = 50 42.2+2.8
−1.7 10−3

First lattice
calculation

beyond zero
recoil for this

mode

|Vcb | = 38.60(85) 10−3

(Belle 18+FNAL)



JLQCD RESULTScomparison of FFs

• reasonably consistent
⇔ g @ w ~ 1

• larger error @ larger w ⇔ narrower region of w = [1.00,1,10]  ⇔ [1.00,1.17]

( )f w ( )g w

JLQCD vs Fermilab/MILC

( )1 wF ( )2 wF

13

T. Kaneko @ Barolo workshop 4/2021

Our analysis of Belle18+ JLQCD data ( Jung, PG):
  |Vcb|=  ( ) using only total rate |Vcb|=40.7(9) 10−3 χ2

min = 33 40.8+1.8
−2.3 10−3

Kaneko et al 2112.13775



HPQCD
16
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FIG. 9. Our lattice-only normalised di↵erential decay rates for B ! D
⇤
`⌫̄, with respect to the angular variables defined

in Fig. 1, are shown as the red bands. We also include binned untagged data for e/µ from Belle [21]. Note the clear di↵erence
in shape, particularly for the di↵erential rate with respect to w. Our tauonic di↵erential decay rates are shown in green.
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FIG. 10. Our normalised di↵erential decay rate for Bs !
D

⇤
s`⌫̄ with respect to w is shown as the blue band. We also

include binned data from LHCb [65]. Here, as for B ! D
⇤,

we see a similar di↵erence in shape between SM theory and
experiment to that seen for Belle B ! D

⇤ data in Fig. 9. The
semitauonic mode is plotted as the green band.

1.0 1.1 1.2 1.3 1.4 1.5
w

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

0.0014

0.0016

|F
(w

)|2
⇥

|V
cb
� E

W
|2

HPQCD B ! D���̄�

Belle B0 ! D��e+�e

Belle B0 ! D��µ+�µ

FIG. 11. |F(w)⌘EWVcb|2, defined via Eq. (37), plotted against
w. Our lattice-only |F(w)|2 is multiplied by Vcb extracted
from the joint theory/experiment fit.

minimisation including all correlations against the mea-
sured bin totals from Belle. Note that throughout this
section we assume no lepton flavour universality (LFU)
violation between the light ` = µ and ` = e modes.

2304.03137v2

Tension with Belle 2018
data similar to FNAL

   Our analysis of Belle18+ HPQCD data ( Jung, PG):
  |Vcb|=  using only total rate |Vcb|=40.2(9) 10−3 43.2 ± 2.2 10−3

BGL exp 𝒳2 |Vcb|
0001 59 41.0(9)
0101 55 41.1(9)
0111 44 40.7(9)
1111 43 40.5(9)
1121 42 40.4(9)
1222 42 40.4(9)
2222 40 40.2(9)
2232 40 40.2(9)
3333 40 40.2(9)

Belle18+HPQCD

Extrapolation in mh, data cover the whole w region

Global BGL fit to Belle18+FNAL+JLQCD+HPQCD data:
  |Vcb|= ( ) using only total rate |Vcb|=40.2(7) 10−3 χ2

min = 71.4 41.6(1.3) 10−3
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FIG. 4. The results of the |Vcb| determination described in
the text with other previous determinations. The top section
shows the results of the analysis presented in this manuscript.
The middle section shows the results in Ref. [3], where we have
updated the fit with beyond zero-recoil lattice data. The bot-
tom section shows the HVLAV [29] world average of |Vcb|, the
|Vcb| determinations from inclusive decays [27, 28], and |Vcb|
determination from CKM unitarity. The BGL and CLN labels
indicate the form factor paramterization used to determine
|Vcb|. The lattice QCD inputs are MILC [19], HPQCD [20],
JLQCD [21]. Numbers in parentheses show goodness-of-fit
p-values for the corresponding fits.
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Do we understand why they differ so much?

Should we average them?

|Vcb | = 41.0(7) × 10−3

normalisation 
from HFLAV 
total rate!
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Predictions based only on Fermilab & HPQCD lead to larger R(D*), in better agreement with exp, 
mostly because of the suppression at high w of the denominator.  No reason not to use experimental 
data for a SM test, especially in presence of tensions in lattice data. 

major impact 
of new lattice
calculations

FNAL/MILC

M.Jung

 PREDICTIONS R(D*)
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2310.03680
Martinelli, Simula, Vittorio

What about the DM results applied to other FFs?

We have an analogous pattern: either we reproduce  but observe a tension with 
new  and  data (HPQCD) or viceversa (JLQCD)!

R(D*)
Fℓ

L Aℓ
FB

M. Fedele @ Belle II physics week 2023
Fedele et al. 2305.15457



EXCLUSIVE  Vub 

New LCSR results (1811.00983) have been included for the first time in global fits to lattice and 
experimental data on  in 2103.01809 and 2102.07233,  leading to  and  

.  The latter removes outliers and is within  from most recent inclusive results.

HFLAV adopts a 2stage procedure, first making averages at different q2 (low p) and fitting to extract Vub

B → πℓν |Vub | = 3.77(15)10−3

|Vub | = 3.88(13)10−3 1σ
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Figure 59: The B ! ⇡`⌫ q2 spectrum measurements and the average spectrum obtained from
the likelihood combination (shown in black).

6.3.2 |Vub| from B ! ⇡`⌫

The |Vub| average can be determined from the averaged q2 spectrum in combination with a
prediction for the normalization of the B ! ⇡ form factor. The differential decay rate for light
leptons (e, µ) is given by

�� = ��(q2low, q
2
high) =

Z
q
2
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q
2
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dq2

8 |~p⇡|

3

G2
F
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256 ⇡3 m2
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H2
0 (q
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�
, (211)

where GF is Fermi’s constant, |~p⇡| is the absolute four-momentum of the final state ⇡ (a function
of q2), mB the B0-meson mass, and H0(q2) the only non-zero helicity amplitude. The helicity
amplitude is a function of the form factor f+,

H0 =
2mB |~p⇡|p

q2
f+(q

2). (212)

The form factor f+ can be calculated with non-perturbative methods, but its general form can
be constrained by the differential B ! ⇡`⌫ spectrum. Here, we parametrize the form factor
using the BCL parametrization [535].

The decay rate is proportional to |Vub|
2
|f+(q2)|2. Thus to extract |Vub| one needs to deter-

mine f+(q2) (at least at one value of q2). In order to enhance the precision, a binned �2 fit is
performed using a �2 function of the form

�2 =
⇣
~B ��~� ⌧

⌘T

C�1
⇣
~B ��~� ⌧

⌘
+ �2

LQCD + �2
LCSR (213)
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Figure 59: The B ! ⇡`⌫ q2 spectrum measurements and the average spectrum obtained from
the likelihood combination (shown in black).

6.3.2 |Vub| from B ! ⇡`⌫

The |Vub| average can be determined from the averaged q2 spectrum in combination with a
prediction for the normalization of the B ! ⇡ form factor. The differential decay rate for light
leptons (e, µ) is given by
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where GF is Fermi’s constant, |~p⇡| is the absolute four-momentum of the final state ⇡ (a function
of q2), mB the B0-meson mass, and H0(q2) the only non-zero helicity amplitude. The helicity
amplitude is a function of the form factor f+,

H0 =
2mB |~p⇡|p
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f+(q
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The form factor f+ can be calculated with non-perturbative methods, but its general form can
be constrained by the differential B ! ⇡`⌫ spectrum. Here, we parametrize the form factor
using the BCL parametrization [535].

The decay rate is proportional to |Vub|
2
|f+(q2)|2. Thus to extract |Vub| one needs to deter-

mine f+(q2) (at least at one value of q2). In order to enhance the precision, a binned �2 fit is
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Figure 60: Fit of the BCL parametrization to the averaged q2 spectrum from BABAR and Belle
and the LQCD and LCSR calculations. The error bands represent the 1 � (dark green) and
2 � (light green) uncertainties of the fitted spectrum.

art calculation includes up to two-loop contributions [539]. It is included in Eq. (213) via

�2
LQCR =

⇣
fLCSR
+ � f+(q

2 = 0;~b)
⌘2

/�2
f
LCSR
+

. (215)

The |Vub| average is obtained for two versions: the first combines the data with the LQCD
constraints and the second additionally includes the information from the LCSR calculation.
The resulting values for |Vub| are

|Vub| = (3.70± 0.10 (exp)± 0.12 (theo))⇥ 10�3 (data + LQCD), (216)
|Vub| = (3.67± 0.09 (exp)± 0.12 (theo))⇥ 10�3 (data + LQCD + LCSR), (217)

for the first and second fit version, respectively. The result of the fit including both LQCD and
LCSR is shown in Figure 60. The �2 probability of the fit is 47%. We quote the result of the
fit including both LQCD and LCSR calculations as our average for |Vub|. The best fit values
for |Vub| and the BCL parameters and their covariance matrix are given in Tables 83 and 84.

6.3.3 Combined extraction of |Vub| and |Vcb|

The LHCb experiment reported the first observation of the CKM suppressed decay ⇤0
b
! pµ⌫

[530] and the measurement of the ratio of partial branching fractions at high q2 for ⇤0
b
! pµ⌫

and ⇤0
b
! ⇤+

c
(! pK⇡)µ⌫ decays,

R =
B(⇤0

b
! pµ⌫)q2>15 GeV 2

B(⇤0
b
! ⇤+

c
µ⌫)q2>7 GeV 2

= (1.00± 0.04± 0.08)⇥ 10�2. (218)
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and the LQCD and LCSR calculations. The error bands represent the 1 � (dark green) and
2 � (light green) uncertainties of the fitted spectrum.
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LCSR is shown in Figure 60. The �2 probability of the fit is 47%. We quote the result of the
fit including both LQCD and LCSR calculations as our average for |Vub|. The best fit values
for |Vub| and the BCL parameters and their covariance matrix are given in Tables 83 and 84.

6.3.3 Combined extraction of |Vub| and |Vcb|

The LHCb experiment reported the first observation of the CKM suppressed decay ⇤0
b
! pµ⌫

[530] and the measurement of the ratio of partial branching fractions at high q2 for ⇤0
b
! pµ⌫

and ⇤0
b
! ⇤+

c
(! pK⇡)µ⌫ decays,

R =
B(⇤0

b
! pµ⌫)q2>15 GeV 2

B(⇤0
b
! ⇤+

c
µ⌫)q2>7 GeV 2

= (1.00± 0.04± 0.08)⇥ 10�2. (218)
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: error rescale by  χ2 /dof = 78.7/56 = 1.41 χ2 /dof = 1.19: error rescaled by χ2 /dof = 116.6/62 χ2 /dof = 1.37

Small impact on  after including experimental data (information at small  / large )|Vub | q2 z
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B ! ⇡`⌫ (Nf = 2 + 1)

Central Values Correlation Matrix

|Vub|⇥ 103 3.64 (16) 1 -0.812 -0.107 0.127 -0.325 -0.151

a+0 0.425 (15) -0.812 1 -0.189 -0.308 0.409 0.00937

a+1 -0.443 (39) -0.107 -0.189 1 -0.499 -0.0345 0.150

a+2 -0.51 (13) 0.127 -0.308 -0.499 1 -0.189 0.128

a00 0.560 (17) -0.325 0.409 -0.0345 -0.189 1 -0.772

a01 -1.346 (53) -0.151 0.00937 0.150 0.128 -0.772 1
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B ! ⇡`⌫ (Nf = 2 + 1)

Central Values Correlation Matrix

|Vub|⇥ 103 3.74 (17) 1 �0.851 �0.349 0.375 �0.211 �0.246

a+0 0.415 (14) �0.851 1 0.155 �0.454 0.260 0.144

a+1 �0.488 (53) �0.349 0.155 1 �0.802 �0.0962 0.220

a+2 �0.31 (18) 0.375 �0.454 �0.802 1 0.0131 �0.100

a00 0.500 (23) �0.211 0.260 �0.0962 0.0131 1 �0.453

a01 �1.424 (54) �0.246 0.144 0.220 �0.100 �0.453 1
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SUMMARY AND OUTLOOK
Inclusive  seems OK:  moments consistent with leptonic and hadronic ones, 
perturbation theory generally OK; higher powers appear small. But don’t dream of 
going below 1%…

Calculations of inclusive semileptonic meson decays on the lattice have started. 
Precision to be seen, but you can count they will, at some point, contribute.  

Inclusive  converging towards exclusive  and waiting for more data


Exclusive : parametrisations and related uncertainties require great care. 
Uncertainties were underestimated. Consensus that BGL is the most 
appropriate framework for fits. Ongoing discussions on how exactly use it. 


Lattice  form factors: situation still unclear, 2 calculations in tension 
with exp and HQE. Don’t underestimate their difficulty.


Many new ideas on how to improve the exp analyses and reduce/control errors: 
I bet some cloud will soon disappear. 

b → c q2

Vub Vub

Vcb

B → D*





Figure 11. Combined � ! 0 extrapolations of three contributions Z(l)(q2) to the differential
decay rate, see eq. (2.17). The plots on the left correspond to |q| ' 0.5 GeV while those on the
right to |q| ' 0.7 GeV. The reconstruction of the kernels ⇥(0)

� (!max � !) is more difficult from the
numerical point of view w.r.t. the case of the kernels ⇥(l)

� (!max � !) with l = 1, 2. In all cases
we have obtained results at 10 different values of � that, in the case of ⇥(0)

� (!max � !) span the
region � 2 [0.12mBs , 0.3mBs ] while in the other case we have � 2 [0.03mBs , 0.16mBs ]. In all cases
we include the five smallest values of � into a combined linear extrapolation to quote our results at
� = 0.

This assumption can only be verified with simulations on larger volumes, a task that we
leave for future work on the subject. Taking this issue into account, the � ! 0 extrapolation
discussed below has to be considered as a feasibility study that, as we work at unphysical
meson masses and fixed cutoff, we consider interesting and promising.

In fig. 11 we show the � ! 0 extrapolations of the three contributions Z(l)
� (q2) to the

differential decay rate for |q| ' 0.5 GeV (plots on the left) and |q| ' 0.7 GeV (plots on
the right). The reconstruction of the kernels ⇥(0)

� (!max � !) is more challenging from the
numerical point of view with respect to the case of the kernels ⇥(l)

� (!max �!) with l = 1, 2.
In all cases studied in this work we have obtained results at 10 different values of � that, for
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Figure 12. Systematics associated with the � ! 0 extrapolation of Z(0)(q2) at |q| ' 0.5 GeV, the
same set of data shown in the top–left panel of fig. 11. The unconstrained linear extrapolations of
the different sets of data, corresponding to the three different smearing kernels, are shown together
with the results of the combined linear extrapolation of the five points at the smaller values of
� (black point) and of the combined quadratic extrapolation including all ten values of � (violet
point). The black and violet points have been slightly displaced on the horizontal axis to help the
eye.

the kernel ⇥(0)
� (!max �!) span the region � 2 [0.12mBs , 0.3mBs ] while for the other kernels

we have � 2 [0.03mBs , 0.16mBs ]. For all the values of q2 we have included the five smallest
� values into a combined linear extrapolation to obtain the central values and statistical
errors that we quote for our results at � = 0. As evident from the plots in fig. 11 there is a
reassuring convergence of the results corresponding to the different kernels for small values
of �. The five points included in the fit are always in the linear regime and the �2/d.o.f.
for all the combined � ! 0 linear extrapolations performed in this work never exceed 1.

The systematics associated with the � ! 0 extrapolations has been quantified (see also
the caption of fig. 10) by performing unconstrained linear extrapolations of the five points
at the smaller values of � and combined quadratic extrapolations of all points, i.e. with
ten values of �. This procedure is illustrated in fig. 12 where we show, for the same set of
data appearing in the top–left panel of fig. 11, the unconstrained linear extrapolations and
the result of the combined quadratic extrapolation (violet point). As can be seen in this
plot, the results of the three different unconstrained extrapolations are compatible within
the quoted errors and also compatible with our central value result (black point). Following
the procedure explained in the caption of fig. 10, i.e. estimating the systematics associated
with the extrapolation by adding in quadrature the statistical error of the black point and
the difference between the central values of the black and violet points, largely takes into
account the spread of the results coming from the different extrapolations, including the
unconstrained ones. The same procedure has been repeated for all the sets of data analyzed
in this work and similar plots can be shown in all cases.
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ETMC at GeV|q | = 0.5
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Using different approx to the kernel 
improves the  extrapolation

Interplay with continuum and infinite volume limits
σ → 0

in detail

PG, Hashimoto, Maechler, Panero, Sanfilippo, Simula, Smecca, Tantalo 2203.11762 [hep-lat]
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F i g . 1 . Bes t es t i ma t e o f t he t rue va l ue f rom t wo cor r e l a t ed
da t a po i n t s , us i ng i n t he X 2 t he emp i r i ca l cova r i ance ma t r i x o f
t he meaur emen t s. The e r ror ba r s show i nd i v i dua l and t o t a l

e r ror s .

2. Cova r i ance ma t r i x o f cor r e l a t ed da t a

G . DAgos t i n i / Nuc l . I ns t r . and Me t h . i n Phys. Res. A 346 (1994) 306 - 311

85 9

I n phys i cs app l i ca t i ons , i t i s r a r e l y t he case t ha t t he
cova r i ance be t ween t he bes t es t i ma t es o f t wo phys i ca l
quan t i t i es # 2 , each g i ven by t he a r i t hme t i c ave r age o f
d i r ec t measur emen t s ( x , =X , = I I nY- k - I X k ) , can be
eva l ua t ed f rom t he samp l e cova r i ance o f t he t wo ave r -
ages

1 n _ _
COV( x � x , ) =

n (n
-

1)

�

L
t

(X i k

�

( Xj k

1 a2 X 2
(V- , ) � = 2 aX aX

J
~ , ' X ,

#2

Mor e f r equen t i s t he we l l unde r s t ood case i n wh i ch
t he phys i ca l quan t i t i es a r e ob t a i ned as a r esu l t o f a X2

m i n i m i za t i on , and t he t e rms o f t he i nve r se o f t he e r ror
ma t r i x a r e r e l a t ed t o t he cur va t ur e o f X2 a t i t s m i n i -
mum

I n mos t cases one de t e rm i nes i ndependen t va l ues o f
phys i ca l quan t i t i es w i t h t he same de t ec t or , and t he
cor r e l a t i on be t ween t hem or i g i na t es f rom t he de t ec t or
ca l i br a t i on e r ror s . Concep t ua l l y , t he use o f Eq . (2) i n
t h i s case wou l d cor r espond t o hav i ng a " samp l e o f
de t ec t or s " , w i t h each o f wh i ch a measur emen t o f a l l
t he phys i ca l quan t i t i es i s t o be pe r f ormed .

A way t o bu i l d t he cova r i ance ma t r i x f rom t he
d i r ec t measur emen t s i s t o cons i de r t he or i g i na l mea -
sur emen t s and t he ca l i br a t i on cons t an t s as a common
se t o f i ndependen t and uncor r e l a t ed measur emen t s ,
and t hen t o ca l cu l a t e cor r ec t ed va l ues t ha t t ake i n t o

He r ea f t e r t he symbo l X , w i l l i nd i ca t e t he va r i ab l e assoc i -
a t ed t o t he i t h phys i ca l quan t i t y and X k i t s k t h d i r ec t
measur emen t ; x , t he bes t es t i ma t e o f i t s va l ue , ob t a i ned
by an ave r age ove r many d i r ec t measur emen t s or i nd i r ec t
measur emen t s , Q , t he s t anda rd dev i a t i on , and y , t he va l ue
cor r ec t ed f or t he ca l i br a t i on cons t an t s . The we i gh t ed ave r -
age o f seve r a l va l ues x , w i l l be deno t ed by x .

accoun t t he ca l i br a t i on cons t an t s. The e r ror propaga -
t i on w i l l prov i de au t oma t i ca l l y t he f u l l cova r i ance ma -
t r i x o f t he se t o f r esu l t s . Le t us de r i ve i t f or t wo cases
t ha t happen f r equen t l y , and t hen proceed t o t he gen -
e r a l case .

2 . 1 . O f f se t e r ror

Le t x , ± o- , be t he i = 1 , 2 , . . . , n r esu l t s o f i ndepen -
den t measur emen t s and VX t he (d i agona l ) e r ror ma t r i x .
Le t assume t ha t t hey a r e a l l a f f ec t ed by t he same
ca l i br a t i on cons t an t c , hav i ng an e r ror or . The cor -
r ec t ed r esu l t s a r e t hen y , = x , + c . We can assume , f or
s i mp l i c i t y , t ha t t he mos t probab l e va l ue o f c i s 0 , i . e .
t he de t ec t or i s we l l ca l i br a t ed . One has t o cons i de r t he
ca l i br a t i on cons t an t as t he phys i ca l quan t i t y Xn+ t > t he
bes t es t i ma t e o f wh i ch i s xn+ t = 0 . A t e rm VXn+ , + _

O , c2 mus t be added t o t he e r ror cova r i ance .
The cova r i ance ma t r i x o f t he cor r ec t ed r esu l t s i s

g i ven by t he t r ans f orma t i on

VY= MVXMT ,

whe r e M� = aY / aX , I x , . The e l emen t s o f VY a r e g i ven
by

ay , ay ,
VY.

�

ax , [ , VX � .

I n t h i s case we ge t

o - 2(Y) =Q 2
+QC

2
,

Cov (Y� Y) =Q2

307

The t o t a l e r ror on t he s i ng l e measur emen t i s g i ven by
t he comb i na t i on i n quadr a t ur e o f t he i nd i v i dua l and
t he common e r ror , and a l l t he cova r i ances a r e equa l t o
or e . To ve r i f y , i n a s i mp l e case , t ha t t he r esu l t i s
r easonab l e , l e t us cons i de r on l y t wo i ndependen t quan -

4 . 2

4 . 0

38
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FS (GeV )

F i g . 2 . R measur emen t s f rom PETRA and PEP expe r i men t s
w i t h t he bes t f i t s o f QED+QCD t o a l l t he da t a ( f u l l l i ne ) and
on l y be l ow 36 GeV (dashed l i ne ) . A l l da t a po i n t s a r e cor r e -

l a t ed ( see t ex t ) .

Nuc l ea r I ns t rumen t s and Me t hods i n Phys i cs Resea r ch A 346 (1994) 306 - 311
Nor t h - Ho l l and

On t he use o f t he cova r i ance ma t r i x t o f i t cor r e l a t ed da t a

G . D ' Agos t i n i
D i pa r t i men t o d i F i s i ca , Un i ue r s i t à " La Sap i enza " and I NFN , Roma , I t a l y

(Rece i ved 10 Decembe r 1993 ; r ev i sed f orm r ece i ved 18 Februa r y 1994)

Bes t f i t s t o da t a wh i ch a r e a f f ec t ed by sys t ema t i c unce r t a i n t i es on t he norma l i za t i on f ac t or have t he t endency t o produce cur ves
l owe r t han expec t ed i f t he cova r i ance ma t r i x o f t he da t a po i n t s i s used i n t he de f i n i t i on o f t he X2 . Th i s pape r shows t ha t t he e f f ec t
i s a d i r ec t consequence o f t he hypo t hes i s used t o es t i ma t e t he emp i r i ca l cova r i ance ma t r i x , name l y t he l i nea r i za t i on on wh i ch t he
usua l e r ror propaga t i on r e l i es . The b i as can become unaccep t ab l e i f t he norma l i za t i on e r ror i s l a rge , or a l a rge numbe r o f da t a
po i n t s a r e f i t t ed .

1 . I n t roduc t i on

I t i s f r equen t l y t he case t ha t one has t o f i t a t heor e t -
i ca l cur ve t hrough expe r i men t a l da t a a f f ec t ed by ove r -
a l l sys t ema t i c e r ror s , o f t en j us t a common unce r t a i n t y
on t he norma l i za t i on f ac t or . I f t he e r ror ma t r i x V o f
t he da t a po i n t s i s known , one can so l ve t he prob l em by
m i n i m i z i ng t he X 2 , de f i ned as

X2 - aTV 1 A ,

whe r e A i s t he vec t or o f t he d i f f e r ences be t ween t he
t heor e t i ca l and t he expe r i men t a l va l ues .

I n pe r f orm i ng t h i s k i nd o f f i t i t i s no t uncommon t o
ob t a i n r esu l t s t ha t con t r ad i c t expec t a t i ons . To g i ve a
nume r i ca l examp l e , l e t us cons i de r t he r esu l t s o f t wo
measur emen t s , 8 . 0 ± 2% and 8 . 5 ± 2% , hav i ng a 10%
common norma l i za t i on e r ror ( see F i g . 1) . Assum i ng
t ha t t he t wo measur emen t s r e f e r t o t he same phys i ca l
quan t i t y , t he bes t es t i ma t e o f i t s t rue va l ue can be
ob t a i ned by f i t t i ng t he po i n t s t o a cons t an t . M i n i m i z i ng
X2 as de f i ned i n Eq . (1) , w i t h V es t i ma t ed emp i r i ca l l y
by t he da t a , one ob t a i ns a va l ue o f 7 . 87 ± 0 . 81 , wh i ch i s
a t l eas t surpr i s i ng , s i nce t he mos t probab l e r esu l t i s
ou t s i de t he i n t e r va l de t e rm i ned by t he t wo measur ed
va l ues .

A r ea l examp l e o f t h i s s t r ange e f f ec t happened
dur i ng t he g l oba l ana l ys i s o f t he R r a t i o i n e+ e -
pe r f ormed by t he CELLO co l l abor a t i on [1] , shown i n
F i g. 2 . The da t a po i n t s r epr esen t t he ave r ages , i n
ene rgy b i ns , o f t he r esu l t s o f t he PETRA and PEP
expe r i men t s . They a r e a l l cor r e l a t ed and t he e r ror ba r s
show t he t o t a l e r ror ( see r e f . [1] f or de t a i l s ) . I n pa r t i cu -
l a r , a t t he i n t e rmed i a t e s t age o f t he ana l ys i s shown i n

0168 - 9002 / 94 / $07 . 00 © 1994 - E l sev i e r Sc i ence B. V . A l l r i gh t s r ese r ved
SSD I 0168 - 9002(94)00272 - 9
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Sec t i on A

t he f i gur e , an ove r a l l 1% sys t ema t i c e r ror due t o t heo -
r e t i ca l unce r t a i n t i es was i nc l uded i n t he cova r i ance
ma t r i x . The R va l ues above 36 GeV show t he f i r s t h i n t
o f t he r i se o f t he e+ e - c ross sec t i on due t o t he Z°
po l e . I t was a t t ha t t i me ve r y i n t e r es t i ng t o prove t ha t
t he obse r va t i on was no t j us t a s t a t i s t i ca l f l uc t ua t i on . I n
orde r t o t es t t h i s , t he da t a we r e f i t t ed w i t h a t heor e t i -
ca l f unc t i on hav i ng no Z° con t r i bu t i ons and us i ng on l y
t he da t a be l ow a ce r t a i n ene rgy . The expec t a t i on was
t o obse r ve a f as t i nc r ease o f X Z / v , whe r e v i s t he
numbe r o f degr ees o f f r eedom , above 36 GeV , i nd i ca t -
i ng t ha t a t heor e t i ca l pr ed i c t i on w i t hou t Z° wou l d be
i nadequa t e t o desc r i be t he h i gh ene rgy da t a . The sur -
pr i s i ng r esu l t was a " r epu l s i on " ( see F i g. 2) be t ween
t he expe r i men t a l da t a and t he f i t : i nc l ud i ng t he h i gh
ene rgy po i n t s w i t h l a rge r R , a l owe r cur ve was ob -
t a i ned , wh i l e X21v r ema i ned a l mos t cons t an t .

I t w i l l be shown i n t h i s pape r t ha t such an e f f ec t ,
wh i ch appea r s i f a s i zeab l e norma l i za t i on unce r t a i n t y i s
common t o a da t a samp l e , or i g i na t es f rom t he s t anda rd
way o f pe r f orm i ng t he e r ror propaga t i on , whe r e on l y
f i r s t de r i va t i ves a r e cons i de r ed . I n orde r t o ge t ana l y t i -
ca l r esu l t s , t he s i mp l e case o f on l y t wo da t a po i n t s w i l l
be cons i de r ed . S i nce t he conc l us i ons a r e based on t he
emp i r i ca l cova r i ance ma t r i x o f t he expe r i men t a l po i n t s ,
i t w i l l f i r s t be shown how t o bu i l d i t i n t he mos t gene r a l
case , s i nce t h i s prob l em i s usua l l y no t d i scussed i n
books o f s t a t i s t i cs ' .

# t Apa r t f rom r e f . [1] , t he on l y t ex t book known t o t he
au t hor , whe r e t he cons t ruc t i on o f t he cova r i ance ma t r i x
f rom expe r i men t a l da t a r e l a t ed by common e r ror s i s d i s -
cussed , i s t he r ecen t one by Ba r l ow [2] . A mor e comp l e t e
t r ea t men t i s g i ven i n t he D I N norms [3] .

X ,

Xx

X " XZ :

�

2% i nd i v i dua l e r ror

10% norma l i za t i on e r ror

F - - - - - - - - - - -^ - r - - - - - - - - - - - - - - - - I
F - - - ___ - - - - - - - - ___ i T. , ___ - - - - - - ____ - - -

7 75 8

F i g . 1 . Bes t es t i ma t e o f t he t rue va l ue f rom t wo cor r e l a t ed
da t a po i n t s , us i ng i n t he X 2 t he emp i r i ca l cova r i ance ma t r i x o f
t he meaur emen t s. The e r ror ba r s show i nd i v i dua l and t o t a l

e r ror s .

2. Cova r i ance ma t r i x o f cor r e l a t ed da t a

G . DAgos t i n i / Nuc l . I ns t r . and Me t h . i n Phys. Res. A 346 (1994) 306 - 311
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I n phys i cs app l i ca t i ons , i t i s r a r e l y t he case t ha t t he
cova r i ance be t ween t he bes t es t i ma t es o f t wo phys i ca l
quan t i t i es # 2 , each g i ven by t he a r i t hme t i c ave r age o f
d i r ec t measur emen t s ( x , =X , = I I nY- k - I X k ) , can be
eva l ua t ed f rom t he samp l e cova r i ance o f t he t wo ave r -
ages

1 n _ _
COV( x � x , ) =

n (n
-

1)

�

L
t

(X i k

�

( Xj k

1 a2 X 2
(V- , ) � = 2 aX aX

J
~ , ' X ,

#2

Mor e f r equen t i s t he we l l unde r s t ood case i n wh i ch
t he phys i ca l quan t i t i es a r e ob t a i ned as a r esu l t o f a X2

m i n i m i za t i on , and t he t e rms o f t he i nve r se o f t he e r ror
ma t r i x a r e r e l a t ed t o t he cur va t ur e o f X2 a t i t s m i n i -
mum

I n mos t cases one de t e rm i nes i ndependen t va l ues o f
phys i ca l quan t i t i es w i t h t he same de t ec t or , and t he
cor r e l a t i on be t ween t hem or i g i na t es f rom t he de t ec t or
ca l i br a t i on e r ror s . Concep t ua l l y , t he use o f Eq . (2) i n
t h i s case wou l d cor r espond t o hav i ng a " samp l e o f
de t ec t or s " , w i t h each o f wh i ch a measur emen t o f a l l
t he phys i ca l quan t i t i es i s t o be pe r f ormed .

A way t o bu i l d t he cova r i ance ma t r i x f rom t he
d i r ec t measur emen t s i s t o cons i de r t he or i g i na l mea -
sur emen t s and t he ca l i br a t i on cons t an t s as a common
se t o f i ndependen t and uncor r e l a t ed measur emen t s ,
and t hen t o ca l cu l a t e cor r ec t ed va l ues t ha t t ake i n t o

He r ea f t e r t he symbo l X , w i l l i nd i ca t e t he va r i ab l e assoc i -
a t ed t o t he i t h phys i ca l quan t i t y and X k i t s k t h d i r ec t
measur emen t ; x , t he bes t es t i ma t e o f i t s va l ue , ob t a i ned
by an ave r age ove r many d i r ec t measur emen t s or i nd i r ec t
measur emen t s , Q , t he s t anda rd dev i a t i on , and y , t he va l ue
cor r ec t ed f or t he ca l i br a t i on cons t an t s . The we i gh t ed ave r -
age o f seve r a l va l ues x , w i l l be deno t ed by x .

accoun t t he ca l i br a t i on cons t an t s. The e r ror propaga -
t i on w i l l prov i de au t oma t i ca l l y t he f u l l cova r i ance ma -
t r i x o f t he se t o f r esu l t s . Le t us de r i ve i t f or t wo cases
t ha t happen f r equen t l y , and t hen proceed t o t he gen -
e r a l case .

2 . 1 . O f f se t e r ror

Le t x , ± o- , be t he i = 1 , 2 , . . . , n r esu l t s o f i ndepen -
den t measur emen t s and VX t he (d i agona l ) e r ror ma t r i x .
Le t assume t ha t t hey a r e a l l a f f ec t ed by t he same
ca l i br a t i on cons t an t c , hav i ng an e r ror or . The cor -
r ec t ed r esu l t s a r e t hen y , = x , + c . We can assume , f or
s i mp l i c i t y , t ha t t he mos t probab l e va l ue o f c i s 0 , i . e .
t he de t ec t or i s we l l ca l i br a t ed . One has t o cons i de r t he
ca l i br a t i on cons t an t as t he phys i ca l quan t i t y Xn+ t > t he
bes t es t i ma t e o f wh i ch i s xn+ t = 0 . A t e rm VXn+ , + _

O , c2 mus t be added t o t he e r ror cova r i ance .
The cova r i ance ma t r i x o f t he cor r ec t ed r esu l t s i s

g i ven by t he t r ans f orma t i on

VY= MVXMT ,

whe r e M� = aY / aX , I x , . The e l emen t s o f VY a r e g i ven
by

ay , ay ,
VY.

�

ax , [ , VX � .

I n t h i s case we ge t

o - 2(Y) =Q 2
+QC

2
,

Cov (Y� Y) =Q2
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The t o t a l e r ror on t he s i ng l e measur emen t i s g i ven by
t he comb i na t i on i n quadr a t ur e o f t he i nd i v i dua l and
t he common e r ror , and a l l t he cova r i ances a r e equa l t o
or e . To ve r i f y , i n a s i mp l e case , t ha t t he r esu l t i s
r easonab l e , l e t us cons i de r on l y t wo i ndependen t quan -

4 . 2

4 . 0

38

20 30 40 50
FS (GeV )

F i g . 2 . R measur emen t s f rom PETRA and PEP expe r i men t s
w i t h t he bes t f i t s o f QED+QCD t o a l l t he da t a ( f u l l l i ne ) and
on l y be l ow 36 GeV (dashed l i ne ) . A l l da t a po i n t s a r e cor r e -

l a t ed ( see t ex t ) .

Standard   fits
sometimes lead

to paradoxical results  

χ2

cases o f o f f se t and norma l i za t i on e r ror . As be f or e , we

assume t ha t t he de t ec t or i s we l l ca l i br a t ed , i . e . t he
mos t probab l e va l ue o f t he ca l i br a t i on cons t an t i s ,
r espec t i ve l y f or t he t wo cases , 0 and 1 , and hence

Y , =x , .

3 . 1 . O f f se t e r ror

Le t x l ± v l and z 2 ± az be t he t wo measur ed va l -
ues , and o - , t he common e r ror . The X 2 i s

X2=
D

[ ( x , - k )2( 0 ,2+QZ)+( x2 - k )2( v

_2( z l _ k ) ( x2 _ k )o , 21 ,

X I v2 +x20 - 1
k

�

0 ,
+0 , 2

�

(=x ) ,

2 2
2 Q10 - 2 2( k ) = a2 +0 - 2 +O IC .

1 z

3 . 2 . Norma l i za t i on e r ror

Xz=
D [ ( x , - k ) z

(
n - 2 - i - x20 ' f )

+( x2 - k ) z
(

Q I +x l 0 f )

- 2( x l - k ) ( xz - k ) x l x z o -f ] ,

x 1 v2 +x 2 0- 1
k

�

01 +o , 2

�

(X I _xz )2Q f
,

012012+( x20 , 2+x2v - i ) 2
~

2
( k )

�

o , + a2+ ( x l - x2)2

�

2

G . D Agos t i n i / Nuc l . I ns t r . and Me t h . i n Phys . Res. A 346 (1994) 306 - 311

0 ,C2 )

whe r e D = o , 012 + (0 - i + 0 , 2)0 . z i s t he de t e rm i nan t o f
t he cova r i ance ma t r i x .

M i n i m i z i ng X 2 and us i ng t he second de r i va t i ve ca l -
cu l a t ed a t t he m i n i mum we ob t a i n t he bes t va l ue o f k
and i t s e r ror :

The mos t probab l e va l ue o f t he phys i ca l quan t i t y i s
exac t l y wha t one ob t a i ns f rom t he ave r age x we i gh t ed
w i t h t he i nve r se o f t he i nd i v i dua l va r i ances . I t s e r ror i s
t he quadr a t i c sum o f t he e r ror o f t he we i gh t ed ave r age
and t he common one . The r esu l t co i nc i des w i t h t he
s i mp l e expec t a t i on .

Le t x l ± o - 1 and x 2 ± 0 - 2 be t he t wo measur ed va l -
ues , and o f t he common e r ror on t he sca l e . The X 2 i s

whe r e D = o -10 - + ( x2Q2 +X 2 0 ' i )o -t . We ob t a i n i n t h i s
case t he f o l l ow i ng r esu l t :

W i t h r espec t t o t he pr ev i ous case , k has a new t e rm
( x l - x 2 ) 20 - f i n t he denom i na t or . As l ong as t h i s i s
neg l i g i b l e w i t h r espec t t o t he i nd i v i dua l va r i ances we
s t i l l ge t t he t he we i gh t ed ave r age x , o t he rw i se a sma l l e r
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va l ue i s ob t a i ned . Ca l l i ng r t he r a t i o be t ween k and x ,
we ob t a i n

1
r=k / x=

(X I _z z
2

) z1+ U2 + 0 , 2 0 f
1 z

Wr i t t en i n t h i s way , one can see t ha t t he dev i a t i on
f rom t he s i mp l e ave r age va l ue depends on t he compa t i -
b i l i t y o f t he t wo va l ues and on t he norma l i za t i on e r ror .
Th i s can be unde r s t ood i n t he f o l l ow i ng way : as soon
as t he t wo va l ues a r e i n some d i sagr eemen t , t he f i t
s t a r t s t o va r y - i n a h i dden way - t he norma l i za t i on
f ac t or and t o squeeze t he sca l e , by an amoun t a l l owed
by o f , i n orde r t o m i n i m i ze t he X 2 . The advan t age f or
t he f i t t o pr e f e r , unde r t hese cond i t i ons , norma l i za t i on
f ac t or s sma l l e r t han 1 f i nds i t s deep r eason i n t he
s t anda rd f orma l i sm o f t he e r ror propaga t i on , whe r e
on l y f i r s t de r i va t i ves a r e cons i de r ed . Th i s i mp l i es t ha t
t he i nd i v i dua l e r ror s a r e no t r esea l ed by l owe r i ng t he
norma l i za t i on f ac t or , wh i l e t he po i n t s ge t c l ose r .

To see t he sour ce o f t h i s e f f ec t mor e exp l i c i t l y , l e t
us cons i de r an a l t e rna t i ve way o f t en used t o t ake i n t o
accoun t t he norma l i za t i on unce r t a i n t y . A sca l e f ac t or
f , by wh i ch a l l da t a po i n t s a r e mu l t i p l i ed , i s i n t roduced
i n t he expr ess i on o f X2 :

z (. Î X , - k ) 2 (. Î X2 - k )2
( f _ l ) 2

XA
( f Q l ) 2 + ( f o 2) 2 + Q f

Le t us cons i de r a l so t he same expr ess i on when t he
i nd i v i dua l e r ror s a r e no t r esea l ed :

X 2 =
( f x t

z
k ) 2 + ( f x2 a k ) 2 +

( f _2 j )2

.

�

(4)
0 , 1

0 ` 2 o f
The use o f Xn a l ways g i ves t he r esu l t k = x , because
t he t e rm ( f - 1) 2 / Q f i s ha rm l ess #s as f a r as t he va l ue
o f t he m i n i mum X 2 and t he de t e rm i na t i on on k a r e
conce rned . I t s on l y i n f l uence i s on o - ( k ) , wh i ch t urns
ou t t o be equa l t o quadr a t i c comb i na t i on o f t he
we i gh t ed ave r age e r ror w i t h o f x , t he norma l i za t i on
unce r t a i n t y on t he ave r age . Th i s r esu l t cor r esponds t o
t he usua l one , when t he norma l i za t i on f ac t or i n t he
de f i n i t i on o f X 2 i s no t i nc l uded , and t he ove r a l l unce r -
t a i n t y i s added a t t he end .

The use o f Xs i ns t ead i s equ i va l en t t o t he cova r i -
ance ma t r i x : t he same va l ues o f t he m i n i mum X 2 , o f k
and o f 0 - ( k ) a r e ob t a i ned , and f a t t he m i n i mum t urns

#3 A s i mp l e way t o see i t i s t o r ewr i t e Eq . (3) as :

( x l - k / f ) 2 ( z z - k / f ) z ( Î - 1) 2

Q2 +
Qz

+ 0 , 2
1

�

2

�

f

For any f , t he f i r s t t wo t e rms de t e rm i ne t he va l ue o f k ,
and t he t h i rd one cons t r a i ns f t o 1 .

Many exp systematics are highly corre- 
lated. Bias is stronger with more bins



RESULTS BY BABAR AND LHCb   
Reanalysis of tagged B0 and B+ 
data, unbinned 4 dimensional fit
with simplified BGL and CLN 
About 6000 events
No data provided yet

5

data in the four-dimensional decay rate given by Eq. 1
are performed in two variants, both employing BGL ex-
pansions of the form factors. For the nominal BABAR-only
variant, the negative log likelihood (NLL) is of the non-
extended type, implying that the overall normalization
factor is not imposed. This fit is used to extract the
three form factors in a fashion insulated from systematic
uncertainties related to the normalization, in particular
with the estimation of the Btag yield. To extract |Vcb|,
a second version of the fit is performed, where the inte-
grated rate � is converted to a branching fraction, B, as
� = B/⌧B , where ⌧B is the B-meson lifetime. The latest

HFLAV [19] values of B and ⌧B , for B
0
and B

�
mesons,

are employed as additional Gaussian constraints to the
BABAR-only NLL, and the entire fit is repeated. Second,
at the zero-recoil point, the relation

F1(q
2
max) = (mB �mD

⇤)f(q
2
max) (6)

is used to express a
F1
0 in terms of the remaining BGL

coe�cients in f and F1. Therefore, a
F1
0 is not a free

parameter in the fit, but is derived from the remain-
ing parameters. The small isospin dependence of these
constraints, arising from the di↵erences m

B
+ �m

B
0 and

m
D

⇤0 �m
D

⇤+ , is ignored in the calculation.
BGL expansion coe�cients beyond the linear terms are

essentially unconstrained by our data and allowing them
to vary in the fit produces no statistically significant ef-
fect on the form factor shapes, but results in violations of
the unitarity constraints. Therefore, the BGL expansion
fit is performed withN = 1. The background subtraction
is performed using a background component estimated
from the generic BB simulation sample. To ensure that
a global minimum for the NLL is reached, 1000 instances
of the fits are executed, with uniform sampling on [-1,+1]
for the starting values of the an coe�cients. Among con-
vergent fits, a unique minimum NLL is always found, up
to small variations in the least significant digits in the fit
parameters.

Many sources of systematic uncertainties cancel in
this analysis, since no normalization is required from
the BABAR data sample. Tracking e�ciences in
simulation show no significant dependence on q

2
or

{cos ✓`, cos ✓V ,�}. To account for the resolutions in the
reconstructed kinematic variables, the normalization of
the probablity density function in the fit is performed
using reconstructed variables from the simulation. The
dominant systematic uncertainty comes from the rem-
nant background that can pollute the angular distribu-
tions. To estimate its e↵ect on the fit results, the fit pro-
cedure is repeated excluding the background subtraction
and the di↵erence in the results is taken as the system-
atic uncertainty. For the fit using the HFLAV branching
fractions, the uncertainties in those branching fractions
are taken from HFLAV [19].

Table I summarizes the main results from the BGL

af
0 ⇥ 102 af

1 ⇥ 102 a
F1
1 ⇥ 102 ag

0 ⇥ 102 ag
1 ⇥ 102 |Vcb|⇥ 103

1.29 1.63 0.03 2.74 8.33 38.36
±0.03 ±1.00 ±0.11 ±0.11 ±6.67 ±0.90

TABLE I. The N = 1 BGL expansion results of this analysis,
including systematic uncertainties.
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FIG. 2. Comparison between the BABAR BGL and CLN-
WA [19] form factors, {A1, A2, V }. Also shown is the LCSR
prediction at q2 = 0 [21]. The error bands are depicted by
the dashed curves and include both statistical and systematic
uncertainties.

fits, including |Vcb|. Several checks are performed to
ensure stability of the results. Cross-checks are per-
formed via separate fits to the B

0
and B

�
isospin modes

that have charged and neutral pions for the soft pion
in D

⇤ ! D⇡ [20]. Cross-checks are also performed
for separate fits to the two lepton species. Results are
found to be compatible within the statistical uncertain-
ties and thus no additional uncertainty is quoted from
these checks. The values of |Vcb|⇥10

3
, including only sta-

tistical uncertainties, for the e, µ, B
0
, B

�
separated fits

are 38.59±1.15, 38.24±1.05, 38.03±1.05 and 38.68±1.16,
respectively. The use of t0 = t� in the BGL expansion, as
in Refs. [3, 6, 7] also gives results consistent with Table I.

Figure 2 shows the comparisons with the CLN world
average (CLN-WA) [19] as well as light cone sum rules
(LCSR) at the maximum recoil from Ref. [21]. Phe-
nomenologically, the most important feature in Fig. 2 is
the discrepancy between CLN-WA and BGL at the zero-
recoil limit, where HQET is expected to hold. Numer-
ically, the p-value of the consistency between the CLN-
WA and BABAR BGL results, computed near the zero-
recoil point, is 0.0013. The BGL formalism explicitly
avoids placing any HQET-based connections between the
form factors. The di↵erence could point to non-negligible
corrections that are of higher order in {↵s,⇤/mb,c} [3].
While experimental tests of the validity of HQET-based
form factors have been carried out elsewhere [22], the ra-
tio among the helicity amplitudes obtainable from tagged
B ! D

⇤
`
�
⌫` is a more unambiguous and clean way to

probe HQET.

For |Vcb|, the result obtained here is well below the
value determined from inclusive decays. This is in

No clear BGL(111)/CLN difference but
disagreement with HFLAV CLN ffs
 
Vcb=0.0384(9) 

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2019-282
LHCb-PAPER-2019-041

January 9, 2020

Measurement of |Vcb| with

B0
s ! D(⇤)�

s µ+⌫µ decays

LHCb collaboration†

Abstract

The element |Vcb| of the Cabibbo–Kobayashi–Maskawa matrix is measured using
semileptonic B0

s decays produced in proton-proton collision data collected with the
LHCb detector at center-of-mass energies of 7 and 8TeV, corresponding to an inte-
grated luminosity of 3 fb�1. Rates of B0

s ! D�
s µ

+⌫µ and B0
s ! D⇤�

s µ+⌫µ decays are
analyzed using hadronic form-factor parametrizations derived either by Caprini, Lel-
louch and Neubert (CLN) or by Boyd, Grinstein and Lebed (BGL). The measured val-
ues of |Vcb| are (41.4± 0.6± 0.9± 1.2)⇥ 10�3 and (42.3± 0.8± 0.9± 1.2)⇥ 10�3

in the CLN and BGL parametrization, respectively. The first uncertainty is statisti-
cal, the second systematic, and the third is due to the external inputs used in the
measurement. These results are in agreement with those obtained from decays of
B+ and B0 mesons. They are the first determinations of |Vcb| at a hadron-collider
experiment and the first using B0

s meson decays.
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is required to have invariant mass in the vicinity of the �(1020) resonance. The photon
or the neutral pion emitted along with the D

�
s in the D

⇤�
s decay is not reconstructed.

The value of |Vcb| is determined from the observed yields of B0
s decays normalized to

those of reference B
0 decays after correcting for the relative reconstruction and selection

e�ciencies. The reference decays are chosen to be B
0 ! D

�
µ
+
⌫µ and B

0 ! D
⇤�
µ
+
⌫µ,

where the D� meson is reconstructed in the Cabibbo-suppressed mode D� ! [K+
K

�]�⇡�.
Hereafter the symbol D⇤� refers to the D

⇤(2010)� meson. Signal and reference decays
thus have identical final states and similar kinematic properties. This choice results in a
reference sample of smaller size than that of the signal, but allows suppressing systematic
uncertainties that a↵ect the calculation of the e�ciencies. Using the B

0 decays as a
reference, the determination of |Vcb| needs in input the measured branching fractions
of these decays and the ratio of B0

s - to B
0-meson production fractions. The latter is

measured by LHCb using an independent sample of semileptonic decays with respect to
that exploited in this analysis [22], and it assumes universality of the semileptonic decay
width of b hadrons [23]. The ratios of the branching fractions of signal and reference
decays,

R ⌘ B(B0
s ! D

�
s µ

+
⌫µ)

B(B0 ! D
�
µ
+
⌫µ)

, (1)

R⇤ ⌘ B(B0
s ! D

⇤�
s µ

+
⌫µ)

B(B0 ! D
⇤�
µ
+
⌫µ)

(2)

are also determined from the same analysis. From the measured branching fractions of the
reference decays, the branching fractions of B0

s ! D
�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ decays

are determined for the first time.
This analysis uses either the CLN or the BGL parametrization to model the form factors,

with parameters determined by analyzing the decay rates using a novel method: instead
of approximating q

2, which cannot be determined precisely because of the undetected
neutrino, a variable that can be reconstructed fully from the final-state particles and that
preserves information on the form factors is used. This variable is the component of the
D

�
s momentum perpendicular to the B

0
s flight direction, denoted as p?(D�

s ). The p?(D�
s )

variable is highly correlated with the q
2 value of the B

0
s ! D

�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ

decays, and, to a minor extent, with the helicity angles of the B
0
s ! D

⇤�
s µ

+
⌫µ decay.

When used together with the corrected mass, mcorr, it also helps in determining the
sample composition. The corrected mass is calculated from the mass of the reconstructed
particles, m(D�

s µ
+), and from the momentum of the D

�
s µ

+ system transverse to the B
0
s

flight direction, p?(D�
s µ

+), as

mcorr ⌘
q
m2(D�

s µ
+) + p

2
?(D

�
s µ

+) + p?(D
�
s µ

+). (3)

Signal and background decays accumulate in well-separated regions of the two-dimensional
space spanned by mcorr and p?(D�

s ). A fit to the data distribution in the mcorr vs. p?(D�
s )

plane identifies the B
0
s ! D

�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ signal decays and simultaneously

provides a measurement of |Vcb| and of the form factors.
The paper is structured as follows. The formalism describing the semileptonic B

0
(s)

decays and the parametrization of their form factors is outlined in Sec. 2. Section 3 gives
a brief description of the LHCb detector and of the simulation software. The selection

2

Vcb=0.0414(16)      CLN       
Vcb=0.0423(17)   BGL(222) 
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based on HFLAV BRs, employs BGL(222)
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s ! D(⇤)�

s µ+⌫µ decays
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Abstract

The element |Vcb| of the Cabibbo–Kobayashi–Maskawa matrix is measured using
semileptonic B0

s decays produced in proton-proton collision data collected with the
LHCb detector at center-of-mass energies of 7 and 8TeV, corresponding to an inte-
grated luminosity of 3 fb�1. Rates of B0

s ! D�
s µ

+⌫µ and B0
s ! D⇤�

s µ+⌫µ decays are
analyzed using hadronic form-factor parametrizations derived either by Caprini, Lel-
louch and Neubert (CLN) or by Boyd, Grinstein and Lebed (BGL). The measured val-
ues of |Vcb| are (41.4± 0.6± 0.9± 1.2)⇥ 10�3 and (42.3± 0.8± 0.9± 1.2)⇥ 10�3

in the CLN and BGL parametrization, respectively. The first uncertainty is statisti-
cal, the second systematic, and the third is due to the external inputs used in the
measurement. These results are in agreement with those obtained from decays of
B+ and B0 mesons. They are the first determinations of |Vcb| at a hadron-collider
experiment and the first using B0

s meson decays.
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  CORRECTIONS TO  MOMENTSO(α2
s β0) q2
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Figure 2: Comparison of the first three central moments in the kinetic scheme between theoretical
prediction and experimental data from Belle [18] (red dots) and Belle II [19] (red squares). The
various curves represent calculations including all terms at leading power in mb (LP), up to O(1/m2

b)
(NLP), up to O(1/m3

b) (NNLP), and up to O(↵0
s,↵

1
s,↵

2
s�0) (LO, NLO, BLM).

Figure 3: Results for the first three central moments including the theory uncertainty bands
(green) and the parametric uncertainty from the fit [12] results (blue). The combined errors are
not shown.

values of Q3 prefer ⇢
3

D ⇡ 0.12 GeV3 and 0.19 GeV3, respectively, with an experimental
uncertainty of around 0.03 GeV3. Different values of q2cut lead to roughly similar results,
with lower values of ⇢

3

D preferred (with larger experimental uncertainty) at lower q
2
cut.

Similarly, for q
2
cut = 6 GeV2, the Belle and Belle II central values of Q2 prefer ⇢

3

D ⇡ 0.11

GeV3 and 0.16 GeV3, respectively, with an experimental uncertainty between 0.020 and
0.025 GeV3. In summary, even considering the theory uncertainty of our predictions, the
Belle data for Q2,3 appear in tension with the results of the fit of [12], but they are also in
tension with the Belle II results: for instance Q3 measured at q

2
cut = 6 GeV2 by Belle and

Belle II is 0.18(35) GeV6 and 1.16(38) GeV6, respectively (a ⇠ 2� tension). It is also worth
mentioning that even the low range of ⇢3D favoured by the Belle q

2-moments data is quite
far from the results of the fit without higher power corrections in [20].

The above considerations on Q2,3 depend significantly on the inclusion of the BLM
corrections in our predictions. Indeed, we see in Fig. 2 that they shift Q2,3 up by an amount

– 11 –

sizeable for 2nd and 3rd moments

Belle and Belle II moments differ by  ∼ 2σ

Finauri, PG 2310.20324

New  calculation   Fael and Herren 2403.03976O(α2
s )



MINOR TENSIONS IN HIGHER  MOMENTSq2

m
kin

b mc µ
2
⇡ µ

2

G ⇢
3

D ⇢
3

LS 102BRc`⌫ 103|Vcb| �
2
min(/dof)

without 4.573 1.092 0.477 0.306 0.185 �0.130 10.66 42.16 22.3
q
2-moments 0.012 0.008 0.056 0.050 0.031 0.092 0.15 0.51 0.474

Belle II
4.573 1.092 0.460 0.303 0.175 �0.118 10.65 42.08 26.4
0.012 0.008 0.044 0.049 0.020 0.090 0.15 0.48 0.425

Belle
4.572 1.092 0.434 0.302 0.157 �0.100 10.64 41.96 28.1
0.012 0.008 0.043 0.048 0.020 0.089 0.15 0.48 0.476

Belle & 4.572 1.092 0.449 0.301 0.167 �0.109 10.65 42.02 41.3
Belle II 0.012 0.008 0.042 0.048 0.018 0.089 0.15 0.48 0.559

Table 3: Global fit results with and without the q
2 moments from Belle/Belle II for µs = mb/2

and µc = 2 GeV. All parameters are in GeV at the appropriate power and all, except mc , in
the kinetic scheme at µk = 1 GeV. The first row shows the central values and the second row the
uncertainties. The first case corresponds to the default fit of [12].
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Figure 4: Results for the central moments including the theory uncertainty bands (green) and
the parametric uncertainty from the results of the fit performed in this paper (blue). The combined
errors are not shown.

II data is presented in Fig. 4. We observe a clear reduction of the parametric uncertainty,
mostly due to the improved determination of ⇢3D.

We have performed a number of other fits, changing the scales and selecting different
subsets of data. In particular, we study the dependence on the model of theoretical corre-
lations by varying �q in between 0.7 and 3 GeV2. The results of the global fits including
both Belle and Belle II data are shown in Fig. 5: they depend very little on the choice for
�q. As can be seen from (3.1) the value of q̄2 controls the region in q

2
cut where the cor-

relation between adjacent measurements starts to decrease because of fast growing higher
order effects. Values of q̄2 lower than 9 GeV2 would lead to ⇠(q2cut) similar to those obtained
with large �q, while values of q̄2 higher than 9GeV2 appear unjustified.

The results of fits with various subsets of data are shown in Fig. 6. The fits with only
hadronic moments and only q

2-moments also include the measurements of the branching

– 14 –



HIGHER POWER CORRECTIONS
Proliferation of non-pert parameters  starting 1/m4: 9 at dim 7, 18 at dim 8

Lowest Lying State Saturation 
Approx (LLSA) truncating    

Mannel,Turczyk,Uraltsev
 1009.4622

�B|O1O2|B⇥ =
X

n

�B|O1|n⇥�n|O2|B⇥
see also Heinonen,Mannel 1407.4384

and relating higher dimensional to lower dimensional matrix elements, e.g.

𝝐 excitation energy to P-wave states. LLSA might set the scale of effect, but large 
corrections to LLSA have been found in some cases 1206.2296 

⇢3D = ✏µ2
⇡ ⇢3LS = �✏µ2

G ✏ ⇠ 0.4GeV

In principle relevant: HQE contains O(1/mn
b1/mk

c )

We use LLSA as loose constraint or priors (60% gaussian uncertainty, dimensional 
estimate for vanishing matrix elements) in a fit including higher powers. 

|Vcb | = 42.00(53) × 10−3 Update of 1606.06174
Bordone, Capdevila, PG, 2107.00604still without

 moments!q2



MOMENTS
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Figure 19. Differential moment L1(q2) in the various channels. The plots show the comparison
between OPE and ETMC data.

Figure 20. Differential moment L2c = L2 � L2
1 in the various channels. The plots show the

comparison between OPE and ETMC data.

– 36 –

L1 = ⟨Eℓ(q2)⟩

smaller errors, cleaner comparison with OPE, individual channels AA, VV, parallel 
and perpendicular polarization, could help extracting its parameters

PG, Hashimoto, Maechler, Panero, Sanfilippo, Simula, Smecca, Tantalo, 2203.11762



w DISTRIBUTION for B → Dℓν

Belle 2015 consider 4 channels ( ) for each bin. 
Average (red points) usually lower than all central values. D’Agostini bias? 

Blue points are average of normalised bins. 

Standard fit to Belle15+FNAL+HPQCD: 
Fit to normalised bins+width Belle15+FNAL+HPQCD: 

B0,+, e, μ

|Vcb | = 40.9(1.2) 10−3

|Vcb | = 41.9(1.2) 10−3
Jung, PG



Binned Vcb from Belle’18 data: FNAL/MILC vs JLQCD
Belle'18

FFs: FNAL/MILC
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Belle'18

FFs: JLQCD
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Preliminary fits: V FM
cb = (39.3± 0.9)⇥ 10�3, V JL

cb =
�
40.7+1.0

�0.9

�
⇥ 10�3

14 / 17

M. Jung

Extracting  Vcb 
from each bin, 
FFs only 
determined 
by lattice QCD

Belle'18FFs: HPQCD

10 20 30 40

0.040

0.045

0.050

0.055

bin

|V
c
b
|

FNAL/MILC

JLQCD

HPQCD

Global BGL fit to Belle18+FNAL+JLQCD+HPQCD data:
  |Vcb|= ( ) using only total rate |Vcb|=40.2(7) 10−3 χ2

min = 71.4 41.6(1.3) 10−3

Binned analysis 
proposed
by Martinelli,
Simula, Vittorio
in DM approach
2105.08674

2109.15248



Enrico Lunghi (Indiana University) Flavor@TH 2023

 form factors and Bs → K |Vub/Vcb |

8

FLAG5 combined  form factors:

Note: RBC/UKQCD provides synthetic data points, HPQCD and FNAL/MILC only z-fit results

Enrico Lunghi (Indiana University) Flavor@TH 2023
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 form factors and Bs → K |Vub/Vcb |
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Using only FNAL/MILC:

FNAL/MILC synthetic 
data points

FNAL/MILC fit for f+

q2 = 7 GeV2

FLAG fit for f+

1
|Vub |2 ∫

q2
max

7 GeV2

d Γ(Bs → K−μ+νμ

dq2 = (3.32 ± 0.49) ps−1

This is the value quoted by LHCb

[LHCb 2012.05143]

B ! ⇡`⌫ for the extraction of |Vub|. To this end, neglecting QED e↵ects,
the only QCD input is the decay constant fB, which is already known to
better than 1%, see sec. ??.

Finally, two recent semileptonic measurements at LHCb place constraints
on |Vub/Vcb|. The first concerns the ratio of ⇤b ! pµ⌫ to ⇤b ! ⇤cµ⌫ de-
cays [94] and makes use of a pioneering lattice calculation of baryonic form
factors [95]; the result is [15]

|Vub|
|Vcb|

= 0.079(4)(4) (⇤b ! pµ⌫) (16)

where the uncertainties are experimental and from the form factors. The
second is the first measurement of Bs ! Kµ⌫; the decay is normalised
to Bs ! Dsµ⌫ in two bins of q

2 [96]. Using lattice results from the
FNAL/MILC Collaboration [97] for the high q

2 bin and LCSR [98] for the
low q

2 bin, one obtains values of |Vub/Vcb| in sharp disagreement with each
other, which requires further scrutiny. Averaging Ref. [97] with older re-
sults in the high q

2 bin of Ref. [96], FLAG finds |Vub/Vcb| = 0.086(5) [11].
We can compare this and Eq. (16) with Eqs. (9,): from inclusive decays we
get |Vub/Vcb| = 0.094(6), from exclusive decays |Vub/Vcb| = 0.094(4), and in
both cases the tension with Eq. (16) is over 2�. The agreement improves for
lower |Vub| or higher |Vcb|. This is another puzzling issue: hopefully, future
measurements and lattice calculations of baryonic and mesonic form factor
will clarify the situation.

As mentioned above, semileptonic b decays are not the only observables
sensitive to |Vcb| and |Vub|. Assuming the validity of the SM and therefore
the unitarity of the CKM matrix, one can also extract Vcb from loop induced
observables like "K and B(s) � B̄(s) mixing, as well as from rare kaon and
B decays [99, 100, 101, 102, 2, 103], and the precision starts to be competi-
tive. For instance, the B(s) meson mass di↵erences are proportional to |Vcb|2:
�M(d,s) / |Vtd,ts|2 and |Vts|2 ⇡ |Vcb|2, |Vtd|2 = �

2 sin2 �|Vcb|2. "K is even
more sensitive, "K / |Vcb|3.4, and the branching fraction for KL ! ⇡

0
⌫⌫̄ is

proportional to |Vcb|4. Deviations from the direct (semileptonic) determi-
nations would signal New Physics. The present situation is illustrated in
Fig. 4, where the constraints from some of these observables in the (�, |Vcb|)
plane are shown, with a clear preference for a high |Vcb|. As far as |Vub|
is concerned, global fits performed without its direct determination tend to
return values close to Eq. (15).

0.0.3 Meson mixing and CP asymmetries

So far we have discussed the elements of the first two rows of V̂CKM : their
magnitudes determine precisely � and A in Eq. (1), and the ratio |Vub/Vcb|
constrains the apex of the unitarity triangle, as shown in Fig. 1. In order to
determine completely the remaining parameters ⇢ and ⌘, however, one needs
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My average of inclusive  and exclusive  
|Vub |
|Vcb |

= 0.094(6)
|Vub |
|Vcb |

= 0.094(4)

       using LCSR 
Khodjamirian, Rusov 

|Vub |
|Vcb |

(low) = 0.061(4)

LHCb + Meinel et al


