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Global view

very high for both IPv4
and IPv6

« Very low for transfers with
“unknown” IP protocol
(see later)

- The vast majority of the
transfers used IPv6

- Let's dig down...
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« No IPv4 transfers!
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Efficiency
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- Negligible number - i
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of IPv4 transfers

- Very few failures
e “unknown” o -

7.50 GBfs unknown

Transfer Throughput

5 GB/s

2.50 GBfs

0Bls o
0212 02114 02116 02118 02/20 02/22 02/24




0 —- CNAF —- T0

Efficiency
Efficiency
. ransfersto B
@Iz I -
AL v, - i
= FET R/ " iove
| 75% . ® unknow /5%
via IFv4! ‘ ‘ ey
50% . ¢ | 50%
: [ ]
.
All transfers from = ' e
. o% 0% LY
( :NAF Vla I PV6| 02112 02114 02116 02118 02120 02122 0224 0212 02/14 0216 0218 02/20 02/22 02/24
H
Transfer Throughput
Transfer Throughput
4GBfs
86GB/s - ipua
- ipva
3GB/s ipvB
6 GBls unknown
unknown
268/
4 GBls
.
2GB/fs
0B/s il 0B/s
02/12 02114 02/16 02/18 02/20 02/22 02124 02712 0214 0218 0213 02/20 02/22 02/24




0 —- JINR —=T0

Same story, only
IPv4 to JINR,
only IPv6 from
JINR

But 100%
reliable
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- Disturbingly high - 1 =
fraction of IPv4
transfers

 Itlooks like
something “broke” = w0 .o o
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All T1s — TO

- All Inverse traffic
goes via IPv6

Also for CNAF, JINR
and FNAL!!
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T0/1 — T2

- Vast majority of et -
transfersvialPv6 = . . 77
- Positively surprising

- |Pv6 more reliable?

- Maybe the sites which o
use it are “better” for

unrelated reasons? S i
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Is FTS monitoring reliable?

Numbers for all VOs, all activity (DC is the vast majority anyway)

It seems that it is NOT reliable
I’d be happy to be proved wrong!

Could it be a bug in StoRM?

IPv4 IPv6 IPv4 IPv6

CERN — CNAF 3.90 PB 0 0.54 PB 9.2PB

CNAF — CERN 0 0.97 0.59 PB 4.9 PB




Conclusions

- FTS shows that most CMS sites only used IPv6 for transfers

- Fortwo T1’s, many transfers have ipver undefined

- This can happen also for successful transfers that last <5 s (no
performance markers are generated) (source: Mihai)

«  Maybe at some point during the DC smaller files were being
transferred?

- Something very fishy is visible for CERN-CNAF traffic

IP protocol depends on direction? Numbers inconsistent with network
monitoring

Waiting for an independent confirmation (and if confirmed, an
explanation)




