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at startup of FST and then every 
hour
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Instance Value output: eos devices ls

• computes the instance value by using drive hours, capacity and cloud storage 
prices when used with replication or erasure coding layouts
• this is equivalent to the price paid to a cloud provider for the provided space while drives were on  

• the longer disks are running, the more value they create!
• cloud price in $/TB/year configurable (default 250 = approx. AZURE/GOOGLE price in 100PB range) 
• replication factor configurable (default 2)
• erasure coding overhead configurable (default 1.2 = RS 10+2)
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Instance Drive Hours TB*Years

eosams 92 Mh 132k
eosalice 440 Mh 441k

eosaliceo2 222 Mh 364k

eosatlas 416 Mh 388k

eoscms 344 Mh 326k

eoslhcb 166 Mh 207k

eospilot 18 Mh 17k

eospublic 365 Mh 357k

SUM 2,061 Gh 2,232M

[ 10th of march ]
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COST/file = Age(y) * PhysicalSize[TB] * Price [$/TB/y]
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Volume output: eos inspector ls

EOS Data Storage Inventory
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Cost output: eos inspector ls

EOS Data Storage Inventory

✓CLI allows to retrieve values for all users …
✓Currency can be changed to EUR, CHF, US$, YEN
✓Disk & Tape PRICE/TB/YEAR can be configured or can be reported neutrally as TB/y 
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• option could be to create monthly billing report per user/group/app about  
IO and meta-data usage, quota & occupancy

December 2023
Here is your monthly EOS invoice 
_____________________________________________ 
# Files                                                    1.8 M
# Directories                                          204k
Cost of your currently stored data         1.503 EOS
Cold data                                               89% 
meta-data usage                                   1.3 M OPS
EGRESS                                                 15.3 TB
INGRESS                                                3.5 TB 
_________________________________________
Advice: archive your cold files ! 
 
Sincerely CERN-IT Cost Working Group
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• Devices interface gives you insight into your hardware and it’s value
•  registry allows to build additional functionality about hardware lifecycle  

• Inspector interface provides a cost overview of data stored
• EOS billing implementation  

• option could be to create monthly billing report per user/group/app about  
IO and meta-data usage, quota & occupancy

December 2023
Here is your monthly EOS invoice 
_____________________________________________ 
# Files                                                    1.8 M
# Directories                                          204k
Cost of your currently stored data         1.503 EOS
Cold data                                               89% 
meta-data usage                                   1.3 M OPS
EGRESS                                                 15.3 TB
INGRESS                                                3.5 TB 
_________________________________________
Advice: archive your cold files ! 
 
Sincerely CERN-IT Cost Working Group

Try it out!
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https://eos.cern.ch
14 

https://gitlab.cern.ch/dss/eos

https://eos-community.web.cern.ch/

Web Page

GITLAB Repository

Community Forum

http://eos-docs.web.cern.ch/eos-docs/Documentation

email: eos-support@cern.ch

email: eos-community@cern.ch

Support

14

https://github.com/cern-eos/eosGITHUB Mirror

https://eos.web.cern.ch
https://indico.cern.ch/event/773049/contributions/3473251/
https://gitlab.cern.ch/dss/eos
https://eos-community.web.cern.ch/
http://eos-docs.web.cern.ch/eos-docs/
mailto:eos-support@cern.ch
mailto:eos-community@cern.ch
http://eos-community.cern.ch
https://github.com/cern-eos/eos


Thank you for your attention!
Questions?


