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EOS Internal Namespace Benchmark
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• Since EOS 5.1.20 the MGM can run an internal performance benchmark
• for this purpose <N> threads are spawned running a pure meta-data 
performance test 

• The benchmark is invoked with this syntax 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The benchmark reports the following values in the MGM log file and on the 
console output - be careful not to create too many threads on low-memory 
nodes
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Benchmark VM 100,10,10 PHYS 
100,1,100

PHYS
1000,1,100

Directory 
Creation

4 kHz 1.6 kHz 1.3 kHz

File
Creation

1.6 kHz 2.8 kHz 2.75 kHz

File Creation 
EEXIST

1.6 kHz 43 kHz 37 kHz

File Read 
Open

16 kHz 35 kHz 29 kHz

File Open 
Update

15 kHz 34 kHz 28 kHz

File Deletion 34 kHz 2.9 kHz 2.6 kHz
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EOS Reading 1 TB/s
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• In Summer 2023 we were running a read test on O2 using eoscp  
 with 2 GB files and PIO mode - client talk directly to FSTs for EC  

• We reached 700 GB/s plus the current read activity in other EOS 
instances at that moment - the rate was sustained over 5+ minutes
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• In Summer 2023 we were running a read test on O2 using eoscp  
 with 2 GB files and PIO mode - client talk directly to FSTs for EC  

• We reached 700 GB/s plus the current read activity in other EOS 
instances at that moment - the rate was sustained over 5+ minutes

EOSALICEO2 Test
Production Instances

1 TB/s
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EOS O2 writing 380 GB/s
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EOS O2 writing 380 GB/s
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• In December 2023 we did a test to evaluate if it is possible to run O2 with 
a reduced capacity writing at 170 GB/s - result was with 50% of the disks 
this was still no problem [~6k HDDs] 
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• In December 2023 we did a test to evaluate if it is possible to run O2 with 
a reduced capacity writing at 170 GB/s - result was with 50% of the disks 
this was still no problem [~6k HDDs] 

• During the test learned lessons about importance of balancing within 
groups and  between groups to guarantee high bandwidth even if the 
instance is > 90 % filled
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• In December 2023 we did a test to evaluate if it is possible to run O2 with 
a reduced capacity writing at 170 GB/s - result was with 50% of the disks 
this was still no problem [~6k HDDs] 

• During the test learned lessons about importance of balancing within 
groups and  between groups to guarantee high bandwidth even if the 
instance is > 90 % filled

380 GB/s = 0.5 PB in 22 
minutes1100 Write Streams
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EOS O2 writing 380 GB/s
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• Read the full journey here 

https://www.linkedin.com/pulse/8500x-faster-after-25-years-andreas-peters-8qbjf/?trackingId=SqG89XBcxkQu0fUY46He+Q==
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• Read the full journey here 

• This is how a the benchmark looks when you have packet loss on one 
out of 125 nodes (dropped packets) 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• Read the full journey here 

• This is how a the benchmark looks when you have packet loss on one 
out of 125 nodes (dropped packets) 
 
 
 
 
 

• One +outcome was that you can now see packet loss 
using eos node status … | grep net

https://www.linkedin.com/pulse/8500x-faster-after-25-years-andreas-peters-8qbjf/?trackingId=SqG89XBcxkQu0fUY46He+Q==
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EOS DC’24 Physics Benchmark
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As preparation to the DC’24 we wanted to see, if there is an interference  
if we read a lot of data out of 4 LHC instances and EOSPUBLIC at the 
same time - we used 75x 100 GE clients as readers 

Result: there was no visible interference between instances - all instances 
can easily go over 100 GB/s
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As preparation to the DC’24 we wanted to see, if there is an interference  
if we read a lot of data out of 4 LHC instances and EOSPUBLIC at the 
same time - we used 75x 100 GE clients as readers 

Result: there was no visible interference between instances - all instances 
can easily go over 100 GB/s

January 2024
max: 640 GB/s

aliceams
atlas

cms
lhcb
public
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Summary & Outlook
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• You can now benchmark your MGM hardware using eos ns benchmark 

• EOS instances provide very good streaming performance and there is 
no visible network interference between physics instances

• When reading from O2 we are close to the client bandwidth limit 
(75x10GE) 
• to increase write performance we might add client-side erasure coding 
as a plug-in avoiding doubling of the network bandwidth - an  
alternative would be to upgrade the FST ethernet to 200GE - if required  

• however in production usage we are still far away from hitting the  
FST based EC writing limit measured 380 GB/s

• Benchmarks are helpful to improve error monitoring!
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Useful Links
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https://eos.cern.ch
10 

https://gitlab.cern.ch/dss/eos

https://eos-community.web.cern.ch/

Web Page

GITLAB Repository

Community Forum

http://eos-docs.web.cern.ch/eos-docs/Documentation

email: eos-support@cern.ch

email: eos-community@cern.ch

Support
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https://github.com/cern-eos/eosGITHUB Mirror

https://eos.web.cern.ch
https://indico.cern.ch/event/773049/contributions/3473251/
https://gitlab.cern.ch/dss/eos
https://eos-community.web.cern.ch/
http://eos-docs.web.cern.ch/eos-docs/
mailto:eos-support@cern.ch
http://eos-community.cern.ch
mailto:eos-community@cern.ch
https://github.com/cern-eos/eos


Thank you for your attention!
Questions?


