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* Accelerators, detectors and computing
* The collisions produce particles

* The particles disappear

*The data remains

The three elements of the LHC program

ACCELERATORS 24 DETECTORS



The detectors measure the energy,
direction and charge of new
particles formed.

They take 40 million pictures
a second. Only 1000/s are

| international collaborations covering all
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The LHC detectors have been built by

regions of the Globe.




A Laboratory for the world

A LABORATORY
FOR THE WORLD

The Laboratory has emerged invigorated from 2022 - a year that was marked
by an upsurge in the ber of scienti: ing to CERN and in ideas and
i ion, fc dbyaf: ble health si ion and the launch of the third Worl dmap
run of the LHC. The efforts of the 17 000- ber-strong CERN ity were
once again focused on the present, as many major projects were implemented
during the year, as well as looking to the future, as the Laboratory continued
to develop its plans for the ing de des. On closer il it this vast
community is made up of 2700 staff members carrying out CERN’s mission
and 12 000 users affiliated with institutes in 82 countries. Many of these users
have been able to take advantage of the LHC’s restart to pursue the research
conducted by the scientific collaborations based at CERN.

CERNBOox client locations

BREAKDOWN OF CERN USERS ACCORDING TO THE COUNTRY
OF THEIR HOME INSTITUTE, AS OF 31 DECEMBER 2022

(CERN-PHOTO-202304-106-55)

NUMBER OF USERS: 11 860 <100

100-1000
MEMBER STATES (7147)
Austria 85 - Belglum 129 - Bulgarla 43 — Czech Republic 244 - Denmark 49 - Finland 90 - France 844 - Germany 1225 - Greece 119
Hungary 73 - Israel 64 - Italy 1527 — Netherlands 169 — Norway 79 — Poland 305 — Portugal 100 — Romania 109 - Serbia 33 - Slovakia 70
Spain 383 - Sweden 103 - Switzerland 406 — United Kingdom 898

ASSOCIATE MEMBER STATES IN THE PRE-STAGE TO MEMBERSHIP (69)
Cyprus 15 - Estonia 30 — Slovenia 24

ASSOCIATE MEMBER STATES (382)
Croatla 38 - Indla 132 - Latvia 16 - Lithuanla 14 - Pakistan 35 - Tiirklye 122 - Ukraine 25

OBSERVERS (2991)
Japan 216 - Russlan Federation 873 (the Observer status of the Russian Federation has been i with the ion adopted
by the CERN Council on 8 March 2022) — United States of America 1902

OTHER COUNTRIES (1271)

Algeria 2 - Argentina 13 - Armenia 8 — Australia 21 - Azerbaijan 2 - Bahrain 4 — Belarus 18 — Brazil 122 - Canada 199 - Chile 34
Colombla 21 - Costa Rica 2 - Cuba 3 - Ecuador 4 - Egypt 20 - Georgla 32 - Hong Kong 15 - Iceland 3 - Indonesla 5 - Iran 11 - Ireland 5
Jordan 5 - Kuwait 4 — Lebanon 13 — Madagascar 1 — Malaysia 4 — Malta 1 — Mexico 49 — Montenegro 4 - Morocco 19 — New Zealand 5
Nigeria 1 - Oman 1 - Palestine 1 - People’s Republic of China 333 — Peru 2 - Philippines 1 - Republic of Korea 147 - Singapore 2

South Africa 52 - Sri Lanka 10 - Taiwan 45 - Thailand 17 — Tunisia 2 - United Arab Emirates 7 - Vietnam 1

Leaflet | ® OpenStreetMap © CartoDB
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Wh at brings UusS here? CERN'’s Scientific Data Management stack |

context

The CERN accelerator complex Open Science Policies
Complexe des accélérateurs du CERN

CERN Open Science Policy
The CERN Open Science Policy covers all elements of the Open Science relevant to CERN. This includes, in particular open access to research publications, data,
e "y Newtrinn software and hardware, as well as research integrity, infrastructure, education and outreach activities supporting or enabling open science practices.
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PS : CERN Open Access Policy

- ~F o The CERN Open Access Policy defines the principles and processes through which CERM authers can publish their peer-reviewed articles Open Access. A
i dedicated website also provides authors with additional resources to find the easiest route to comply with the polic

oo B . CLEAR P Py policy
-y @ LEIR e

one | 2005 (78 m)
r h primary research articles open access (by default under a Creative Commons

» H™ (hydrogen anions) P ions P RIBs (Radioactive lon Beams) } p (antiprotons P e ielectrons) b p (muons)

LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron /#/ AD - Antiproton Decelerator /f CLEAR - CERN Linear Last revision: May 2021
Electron Accelerator for Research // AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //

// HiRadMat - High-Radiation to Materials // Neutrino Platform

@ Access to the complete policy text

CERN LHC Open Data Policy

This policy relates to the data collected by the LHC experiments for the main physics programme of the LHC — high-energy proton-proton and heavy-ion collision
data. The foreseen use cases of the Open Data include reinterpretation and reanalysis of physics results, education and outreach, data analysis for technical and
algorithmic developments, and new physics research.

https://opensource.web.cern.ch/ oin ot e spnsity, s il evls o strclonand s iferen themasimum rest

oral and fiduciary nsibility es and the br global scientific community.




CERN'’s structure

The Organisation The.IT dept (“technical delivery?)

CERN COUNC". . Experimental Physics

‘ ( . Information Technology

Technical Delivery Lead
Dirk Duellmann

Projects
- @ P

Research and

Computing m . .
O . Theoretical Physics Technical Capacity
\\r Planning Manager
DIRECT R GENERAL J. Scientif; Information Bemd Panzer-Steindel
Service
SOFTWARE-AS-A-SERVICE
O Ag;g{glrﬂ;or Front-end services that increase productivity and perform business functions across the organisation and support experiments
ipational \/D Accelerators /J _o Beams
Health, Safety and . and Technology .
Environmental . .
Protection unit \ ©° . Engineering
Internal Audit . Y
nternal Audr
Legal Servi . Technology
Translation
and Counc t Finance and Human
Resources The tools and elements that ena cture that CERN may use
: Communication Systems (GL: To ute 8 GL: Alberto Pace)
\O ‘

Finance and Human Industry, Procurement  Site and Civil
Diplomatic Administrative Resources and Knowledge Engineering
and Stakeholder Processes Transfer
Relations

Communic
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and Outreach : T hard




Storage in High Energy Physics

Jm_ === Archival & Backup Storage

"” Storage for Data Acquisition hﬂ Storage for Home Directories
Storage for HPC g Storage for Applications

( 5 Private Cloud Storage
{! 5 Public Cloud Storage

Storage for GRID Computing

'\7<’ Storage for Software
. Distribution

Storage for Data Analytics

e=me? | Storage for Physics Analysis Storage for Sync&Share
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EOS File Store CEPH Object Store



CERN IT - Operated Disk Storage Capacity

1200 PB
™ EOS
W others (ceph, DFS, CVMFS) 1024 PB
1000 PB
800 PB
600 PB
400 PB
200 PB
18 PB 32 PB i

2010 2012 2014 2016 2018 2024 0) 2022 2023



EOS in action
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' Tape Storage (CTA)

The EOS open Storage platform is natively used as a namespace
and as a pure SSD disk storage for CTA

Conceived as a fast buffer to the tape system
* File residency on disk is transitional
* Basis of Run3 data archival

| ° Ready for Hi-Lumi LHC T
Infrastructure 300 i
* Libraries: o
' * 3xIBM TS4500 o
* 2x Spectra Logic TFinity il o
* Drives: 2 wors 4 ww 2
* ~180 Drives . o

* Mixture of LTO and Enterprise
* 20 new TS1170 drives deployed

200 PB ; 200 Mil
100 PB : 100 Mil

0PB 0
2010 2012 2014 2018 022 2024
Single Copy Size Last*:635PB == Amountof data stored Last *:720 PB unt Last*: 890 Mil

690M files y

Additionally we run a
IBM Storage Protect backup service
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LAST DATA UPDATE

9.7 MB Downloaded Wadqssdag. 11 September 2018 14:05:12
Last transfer was on : Monday, 29 July 2019 08:00:00

Transfer Throughp ut
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DATA TRANSFER CONSOLE

Open Source Software developed FTS distributes the majority of the || More than 1 Exabyte of Data
at CERN for Reliable, multiprotocol [::| LHC'’s data across the worldwide and 1 Billion files transferred
Large-scale Data Transfers LHC Computing Grid world-wide every year.




Services for Windows

500M files in DFS

120000000 — FEWFRFFL
100000000
80000000
60000000
40000000 {
e A = 1536573 10304942 9110355 A -
Media Engineering files Text PDF Office Compressed I B
SAMBA gateway in CERNBoOX * Windows clients are served natlvely g
Provides SAMBA access for Windows clients to CERNBox by DFS : : = , rf“.‘
High-available solution implemented based on the CTDB daemon 2 EOS (fOT U_SGI’S and prOJeCtS) IS re- % Zim 7
ol exported via Samba il | G281
”

* Ongoing migration to CERNBoX
« Most to EOS backend lp
« New CephFS backend deployed fo

performance sensitive clients (e.g. ﬁ
engineering tools) l/ ,
i

3 3




AL

Home directory shared filesystem

Uses Ceph rbd

487 TB used and 4.4 B files (avg files size:160kB)
~50k Volumes
~7k clients

Sw

Atlas

AFS total and used size AFS files+dirs
600 TB
500 TB

400 TB

300TB

200TB

100 TB

2017 2018 2019 2020 2021

user work project del_user == other user wark project del_user == other == total




Ceph: rbd, $3 & CephFS

: Managed
Ceph o >ervice Capacity

Block: Openstack RBD Volumes for Virtual Machines g .
Objects: Backup target, native applications using S3/SWI '*‘
Filesystem: Openstack Manila Share, NFS-like share

CephFS 14 PB

Ceph S3 33 PB

> | et

Storage for IT Infrastructure: i
« OpenStack, K8s/OKD, GitLab, Container registries...
* AFS, CVMFS, NFS Filers

Experiments and End-users directly interfacing:

* ATLAS Event Service, CMS Web

) l‘ J, i

Ceph RBD 26 PB

PP
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* The team also manages an NFS service...



CERNBoOX

ni rn.ch/Ind files?dir=3%2FGERN
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Shared with you

powered by HLmjle E O S

Shared by link

CEPH Training

CERN Templates

Deleted files

CHEP2015

CERN Sync & Share solution .  Web Access

Offline access to all EOS data
Central Hub for CERN data
Main WebApp Integrator -

Supported on multiple OS/Devices
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Shared
Mobile Ap

[ cernbox.cern.ch

Sync Client

o Account
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ﬂ eners

‘a- Metvork

o Directly from the ;
' : raae backend a

oot

ot, http, s3, ...)

Acoount to Syndhronine

B cornected to https:fpernben: cem . chicermbon idesicop = denes

cernbox
L g Remote path: homie
Chlsersideniselcembon’,

Che
Storage Lisage Acrourt M teranos
CurrenSly there i no siorsge usags Edi 1o
formation avalsbis,
nformation av ———

SAMBA

17



Collaborations with Experimental Physics dept ™

* CVMFS @ *SWAN

_ i * Turn-key data analysis platform
Developed by the EP (Experimental + Based onJupyter Notchool

PhySICS) dept, run by IT-5D * Run by the “Database &Analyt|cs” .Group

e Content Distribution Network with IT-SD collaboration

* Support for ROOT/C++, Python, R, Octave

* Fully integrated in CERN ecosystem

e Loading on demand «-Storage on EOS, Sharing with-_.
CERNBox

e Software provided-by CVMFS

* Massive computations on'Spark

e Dask clusters on HTCondor

 Mounted r/o filesystem

e Used for software

.. and now containers

N
- -




Summary

 The Storage and Data Management Group has a leGI’% and
portfolio “ e

* These projects and services are all used in solvmg the Iab S
challenges -

— All this stuff works together ‘ Q }

 The group represents the continuation of more than 2@ yea
storage and data management ~ B

* Enjoy the show!
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