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The three elements of the LHC program

ACCELERATORS DETECTORS COMPUTING

● Accelerators, detectors and computing
● The collisions produce particles
● The particles disappear
● The data remains



The detectors measure the energy, 
direction and charge of new 

particles formed.

They take 40 million pictures 
a second. Only 1000/s are 

recorded and stored

The LHC detectors have been built by 
international collaborations covering all 

regions of the Globe.

The LHC detectors are 
analogous to 3D cameras
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A Laboratory for the world

CERNBox client locations
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What brings us here? CERN’s Scientific Data Management stack in 
context

https://opensource.web.cern.ch/



CERN’s structure

The Organisation The IT dept (“technical delivery”)



Storage in High Energy Physics
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LHC Detectors
and accelerator complex

Data Export to Worldwide Computing Grid (WLCG)

local batch cluster
O(10^5) cores

tape archive

40-50 GB/s

peaks above
 350 GB/s

40-50 GB/s

150-200 GB/s

EOS in action
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Tape Storage (CTA)

Additionally we run a 
IBM Storage Protect backup service

Infrastructure
• Libraries:

• 3x IBM TS4500
• 2x Spectra Logic TFinity

• Drives:
• ~180 Drives
• Mixture of LTO and Enterprise
• 20 new TS1170 drives deployed

690M files stored, 720 PB of actual data

The EOS open Storage platform is natively used as a namespace 
and as a pure SSD disk storage for CTA

Conceived as a fast buffer to the tape system
• File residency on disk is transitional
• Basis of Run3 data archival
• Ready for Hi-Lumi LHC



Open Source Software developed 
at CERN for Reliable, multiprotocol 

Large-scale Data Transfers

More than 1 Exabyte of Data 
and 1 Billion files transferred 

world-wide every year.

File Transfer Service

FTS distributes the majority of the 
LHC’s data across the worldwide 

LHC Computing Grid

Supports many 
Virtual Organizations
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Services for Windows
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● Windows clients are served natively 
by DFS

● EOS (for users and projects) is re-
exported via Samba

● Ongoing migration to CERNBox
● Most to EOS backend
● New CephFS backend deployed for 

performance sensitive clients (e.g. 
engineering tools)

500M files in DFS 
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AFS
Home directory shared filesystem
Uses Ceph rbd 
487 TB used and 4.4 B files (avg files size:160kB)

~50k Volumes
~7k clients
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Ceph: rbd, S3 & CephFS

Ceph
Block: Openstack RBD Volumes for Virtual Machines
Objects: Backup target, native applications using S3/SWIFT
Filesystem: Openstack Manila Share, NFS-like share

Storage for IT Infrastructure:
• OpenStack, K8s/OKD, GitLab, Container registries…
• AFS, CVMFS, NFS Filers
Experiments and End-users directly interfacing:
• ATLAS Event Service, CMS Web

• The team also manages an NFS service...

Service Managed 
Capacity

CephFS 14 PB

Ceph S3 33 PB

Ceph RBD 26 PB
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CERNBox 

Web Access

Sync Client

Mobile App

WebDAV Directly from the 
storage backend

(xroot, http, s3, …)

SAMBA

• CERN Sync & Share solution
• Offline access to all EOS data
• Central Hub for CERN data 
• Main WebApp Integrator
• Supported on multiple OS/Devices

powered by



Collaborations with Experimental Physics dept

● CVMFS
● Developed by the EP (Experimental 

Physics) dept, run by IT-SD
● Content Distribution Network
● Mounted r/o filesystem
● Loading on demand
● Used for software
● ... and now containers

•SWAN
• Turn-key data analysis platform

• Based on Jupyter Notebooks
• Run by the “Database & Analytics” Group 

with IT-SD collaboration
• Support for ROOT/C++, Python, R, Octave
• Fully integrated in CERN ecosystem

• Storage on EOS, Sharing with 
CERNBox

• Software provided by CVMFS
• Massive computations on Spark
• Dask clusters on HTCondor Breaking news!

Rucio collaboration



Summary

● The Storage and Data Management Group has a diverse and mature 
portfolio

● These projects and services are all used in solving the lab’s data 
challenges
– All this stuff works together

● The group represents the continuation of more than 20 years of work in 
storage and data management

● We are happy to showcase our software, services and collaborations!
● Enjoy the show!
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