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Born 2010
Open Source Storage System written in C++
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EOS for Physics at CERN

5

First Level 
Processor

Event 
Processing DISK

TAPE DISK

DISK

DISK

Data 
Management 
Middleware

TAPE

TAPE

Experiment Site CERN Data Center

External  
Data Center

OpenStack/Batch 
Processing 

CPU

GPU

CPU

HW

Detector

DISK

DISK AFS
custom CVMFS



6

O2

12.000 HDDs

126 server

100 GE

EC 10+2

150 PB usable

Largest Disk Storage System at CERN 180 PB HDD space
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EOS O2 Installation at CERN
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O2 Instance 180 PB 96 HDDs x 18 TB 
per node, 1x 100GEPhoto shows 3840 HDDs = ~ 1/3 
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EOS Benchmarks
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380 GB/s = 0.5 PB in 22 minutes

December 2023

1100 Write Streams

Summer 2023 1 TB/s January 2024
640 GB/s

EOS O2 Writing

EOS Reading

EOS Reading
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Experiment

250 Nodes 
with 

2k x GPUs 
*rAns

<48h Storage  
Fallback Buffer  

Disk 

<3h Storage  
Realtime Buffer  

NVMe 

1 PB

14 PB

DISK 

HDD

150 PB

TAPE  

SDD
1 PB

130 GB/s

96 GB/s

130 GB/s

10+GB/s

10+ GB/s

50-250 GB/s

900 GB/s

CERN 
Cloud

CERN Computer CenterCERN Experimental Site

Worldwide LHC 
Computing GRID

10+ GB/s

Dataflow & Storage  
ALICE LHC Experiment

Posix FS

3.4 TB/s

shared

Processing 
Analysis 
Trains

O2

full in 14 days 
if 100% eff.

*rANS Compression 
 (range variant of Asymmetric Numeral Systems)
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 General EOS Usage at CERN
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70k HDDs - 930 PB

Swan

24 individual instances  
8 Physics 8 CERNBox 8 CTA

>200 Tape Drives 
720 PB

1 PB

GRID 
JOBS

BATCH 
JOBS

Interactive 
VMs

Personal 
Devices

WEB Services for Sync&Share

WEB Services for  Jupyter Notebooks

Production/Online  
SYSTEMS 
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EOS Disk Storage at CERN
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raw mirrored EC (10,2)

   8 Bil
Files Stored

 850
Storage Nodes

  70k
Hard Disks

930 PB
Raw Space

180 PB
Single Instance

>100k
IO Streams
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How
did we 

get there? 
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Introduction
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• meta-data
• hierarchically organised
• small ~  TB 

• data
• non-hierarchically organised
• large ~ PB-EB

A brief history about EOS architecture

Storage

Meta Data Data

Scale Out Scale Up Scale Out Scale Up

Scale Up = Bigger Scale Out = More

Scalability in Storage Systems

In EOS we profit from  
both options!
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Introduction
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• EOS was started in 2010 with the rationale to 
solve the analysis use-case for LHC physics 

◦ The hierarchical storage architecture used 
also for analysis was broken into two parts 

▪ Low-latency disk storage - EOS 

▪ High-latency tape storage -  later CTAA brief history about EOS architecture

Hierarchical  
Storage Management

Non Hierarchical  
Storage Management

automatic

manual

until 2010 sometime later - today

everyone enduser production  
user

disk

tapedisk

tape

Outsourcing Hierarchical Storage Management
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What else 
did we 

need/want?
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• an extremely cost effective storage system 
• minimal $/TB - storage HW under 1CHF/month/TB with EC10,2  

• a storage system allowing to share  
efficiently resources with thousands 
of users
• SECURITY
• QUOTAS
• ACLs for sharing
• QOS for meta-data and data  

• remote accessible storage infrastructure
• High Energy Physics computing model includes over 150 computing sites - 
originates from the funding model

• efficient protocols for LAN & WAN  

• a storage system suitable for physics 
analysis use cases and data formats
•100k Netflix movies watched at the same time and people might 
skip forward
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Service Architecture Today
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QDB QDBQDB

MGM

QuarkDB

M<G

FST

M<G

FST

M<G

FST

M<G

FST

M<G

FST

M<G

FST

Cache

KV Store

3 nodes

1 to hundreds of nodes

EOS is implemented  
by three daemon

activestandby standby

leaderfollower follower

High-available and low latency namespace 
● namespace persisted on a key-value store


● QuarkDB - REDIS protocol - developed at 
CERN


● used entries cached in-memory (LRU)

High available and reliable file storage, 

based on (cheap) JBODs and RAIN:

● File replication across independent nodes 
and disks

● Erasure coding to optimize costs and data 
durability
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EOS Architecture
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framework  
XRootD 
 
components 
CLIENTs

MGM

MQ

FST

QuarkDB

 
IO path 
 
meta-data


 
data 
 

MGM meta-data server FST storage server MQ messaging server QuarkDB meta-data persistency

QDB

QDB

CLI

MGM

M<G

M<G

M<G

FST

filesystem  
/eos

meta-data

data

client

leader

follower

eos shell
QDB

follower

PROT
OCOL

MQ

passive

active

CLIENTS

META DATA META DATA 
PERSISTENCY

DATA STORAGE

Scale 
Up

Scale 
Out
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File Transaction Model
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• EOS follows a file transaction model with server-side authorisation
• Security is enforced always on server side, clients are not trusted

2 async open(s)

Access Control

Space/Quota 

Meta-Data QOS

Data QOS

Scheduling
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EOS Software Timeline
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timeline2009 2010 2011
2012 2013 2014

2015
2016

2017 2018
v 0.2 v 0.3

castor-xrootd 
IF

lustre-xrootd 
IF

architecture
document EOSATLAS

EOSCMS 
         EOSALICE

EOSLHCB

v 0.3.x

v 4.0
v 4.3

AMBER BERYL
AQUA 

MARINE

CITRINE

EOSPUBLIC

EOSMEDIA
EOSALICEDAQ

EOSHOME

EOSCTAATLASPPS

EOSUSER

wopiswan tape
sync&share

Quarkdb

EOSPROJECT

2019

v5.0

2020

EOS V5

2021

EOSALICEO2

DIOPSIDE

2023

2024

v5.2
DIOPSIDE

v5.1

DIOPSIDE

SMR

R&D R&D R&D
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EOS Implementation

20

• EOS is written using the XRootD framework
• something like curl, libcurl + NGINX in one framework written in C++ providing root(s):// and http(s) protocol  

• XRootD protocol 
• provides POSIX-like API, request redirection + third party copy functionality
• provides many authentication methods UNIX, KRB5, X509, JWT, shared secrets … 

• XRootD HTTP(S) plug-in
• provides HTTP and HTTPS protocol with X509 authentication and JWT auth/authz
• provides a third-party copy implementation based on COPY verb (not standardised)
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EOS Development
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• EOS source code has contributions from 42 authors
• 10 active contributors during the last month
• Mainstream platforms: CentOS7, ALMA8, ALMA9
• Almost weekly testing releases - agile release procedure

• CI pipelines with 1034 system tests, many more unit/component tests

V4 V5.0 V5.1 V5.2

QuarkDB 
KV Persistency

EC
in production

Scale-Up
Namespace Locking

HTTP
native by XRootD

cost consolidation performancestability/ 
availability

Version 
Highlights
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Current & Upcoming  
R&D Activities

• Shingled Magnetic Recording SMR
• basic support has been added
• waiting for larger testbed

• HAMR
• will work out of the box
• currently no hardware available

• Low-cost flash storage
• OpenLab collaboration in preparation 

• ARM platform
• Evaluation of storage servers build on ARM architecture

R&D Activities
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EOS Deployment
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VM

1++ 
Disk 

Sever

10++ 
Disk 

Sever

100 ++ 
Disk 

Sever

Kubernetes 
Cluster

VM 
Cluster

Bare Metal 
Container

Virtualized/ 
Kubernetes

RAID, Replication, 
Erasure Coding - maybe

RAID, Replication, Erasure Coding Replication, Erasure Coding

Shared  Filesystem, 
Block Device

Shared  Filesystem, 
Block Devices

Shared  Filesystem, 
Block Devices

Favoured Redundancy

Redundancy

Production  
Setups1 PB

10 PB
100+ PB

many

few
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All daemon in one 
physical box: 

QDB,MGM,FST

Hardware Requirements: 

QDB: SSD/NVMe 
0.1-0.2 GB/Milllion Entries 

 
MGM:  

4 core - min. 8 GB 

FST: 
4 core - min. 8 GB 
1 GB RAM / HDD 

HDD FS: XFS+XAttr

MGM

QDB

FST

FS

Client

FS

node

EOS Deployment
Single Node Deployment
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All daemon in one 
physical box: 

QDB,MGM,FST1-N

Hardware Requirements: 

QDB: SSD/NVMe 
0.1-0.2 GB/Milllion Entries 

 
MGM:  

4 core - min. 8 GB 

FST: 
4 core - min. 8 GB 
1 GB RAM / HDD 

HDD FS: XFS+XAttr

MGM

QDB

FST

FS 
1

Client

FS

node

FST

FS 
N

EOS Deployment
Single Node Deployment
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 NS daemon in one 
physical box + N FST Nodes: 

QDB,MGM,FST

Hardware Requirements: 

QDB: SSD/NVMe 
0.1-0.2 GB/Milllion Entries 

 
MGM:  

4 core - min. 8 GB 

FST: 
4 core - min. 8 GB 
1 GB RAM / HDD 

HDD FS: XFS+XAttr

MGM

QDB

FST

FS 
1-N

Client

FS

node

FST

FS 
1-N

FST

FS 
1-N

EOS Deployment
Multi Node Deployment



27

All daemon in one 
virtual box: 

QDB,MGM,FST

Hardware Requirements: 

QDB: HIGH IOPS Virtual Disk 
0.1-0.2 GB/Milllion Entries 

 
MGM:  

4 core - min. 8 GB 

FST: 
4 core - min. 8 GB 
1 GB RAM / HDD 

HDD FS: remote FS with XAttr Support

MGM

QDB

FST

rFS

Client

High IOPS High BW

rFS

node

remote

EOS Deployment
Virtual Single Node Deployment
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Hardware Requirements: 

QDB: HIGH IOPS Virtual Disk 
0.1-0.2 GB/Milllion Entries 

 
MGM:  

4 core - min. 8 GB 

FST: 
4 core - min. 8 GB 
1 GB RAM / HDD 

HDD FS: remote FS with XAttr Support

MGM

QDB

FST

rFS

Client

High IOPS High BW

rFS

node

FST

rFS

FST

rFS

remote

 NS daemon in one 
virtual box + N virtual FST Nodes: 

QDB,MGM,FST

EOS Deployment
Virtual Multi Node Deployment with virtual storage backend
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Client

MGM

QDB QDB

MGMMGM

QDB

FS FS FS

3 nodes

FST FST FST FST FST FST
96 HDDs 
per FST

Meta-Data Service

KV Store

Data Store

~150 nodes - up to 12.000 HDDs 

EOS Deployment
Physics production instance setup
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EOS Low TCO
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Age [ years ]

• EOS allows to mix many hardware generations within an instance
• EOS service oldest HDDs have 10.8 years, average age in 2023 3.8 years, 
• annual failure rate was 1% in 2022 

Example: 1TB HDD space costs on the consumer market 15 CHF - assume 5y lifetime 3 CHF/year
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Instance Scale-out
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/eos/atlas /eos/cms /eos/lhcb /eos/user /eos/project

eosatlas eoscms eoslhcb eosuser eosproject

eoshome-i00,01,02,03,04 eosproject-i00,01,02

/eos/

EOS for 
Physics

/eos/media

eosmedia

• running over 24 instances at CERN 
with independent namespaces

•  gives you 24x meta-data performance 
to compensate scale-up architecture of meta-data service
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Namespace Server Components
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Messaging

Protocols

Policy  
Engine

Permission 
System

Path 
Map

Access IFVirtual 
IDentity 

Interface

zmq://

grpc://

http(s)://

NS IF 

POSIX IF

Router

Config 
Engine

Quota

Access 
Control

MD Rate 
Limiter

Fuse 
Server

Fsck 
Consistency

Converter

Drain Engine

Balancer

Group 
balancer/drain

Geo Balancer

LRU Engine

File Tracker/ 
Inspector

Master 
Supervisor

Workflow 
Engine

MD  
LRU 
Cach

e

QuarkDB 
Client

Write 
Back 
Queu

e

QDB

Core API 
Files/MD

Filesystem  
View

root://

Passive Components

Active Components

This requires at least one workshop …
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Fundamental
Concepts
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File Storage & File Layouts 
EOS is a file storage system, not block storage!

EOS supports Replication and Erasure Coding 
layouts with 1,2,3,4 parities with up to 255 stripes.

EOS supports various file checksum algorithms 
ADLER32, MD5, CRC32C, BLAKE, SHA …
Every file has a checksum after CLOSE if configured.

EOS erasure coding uses 4k block checksumming 
to identify data corruption.
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Fundamental
Concepts
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EOS has an access control interface  
to allow/ban users, groups, nodes, 
domains after connection

EOS provides very rich ACL language  
to grant permissions on a directory 
bases
• ACLs similar to NFS4 ACLs
• ACLs are defined by POSIX user/group or E-
GROUP expressing GRANT & DENY

• CERN provides E-GROUP interface to create 
dynamic groups of people on a web page - these 
groups can be referenced in EOS ACLs

Access Control
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Fundamental
Concepts
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• Placement Policies
•  File Layouts e.g two replica or erasure coding
•  Physical hardware to use
•  Geographic location for replicas

• Checksumming Policies
•  File Checksum Algorithm e.g. adler32,md5
•  Block Checksum Algorithm  e.g. crc32c

• Conversion/Cleanup Policies
•  Automatically convert files e.g. move all files 
bigger than 1GB from SSD to HDDs

•  Cleanup all log files after 1 month
•  Cleanup empty directories after 6 month

• IO Policies / Data QOS
•  Read/Write via BC or direct IO
•  Limit the bandwidth of a streams to max N MB/s 
by user, group or application

•  Use local LINUX IO scheduling priorities for 
certain use-cases e.g. REALTIME0 for highest 
priority

Policies
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Fundamental
Concepts

Quality of Service  
Meta-Data QOS
• Meta-Data operation throttling

•  max file open at N Hz by user, group
•  max listing with M Hz entries by user, group  

•User Thread-pool limits
•  allow a single user to use maximum N threads 
in the meta-data service  

•Meta-Data operation hard limits
•  stall users when throttling and thread-pool limits  
are hit

• Global Thread-pool limit
•  don’t run more than N threads for all users
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EOS Meta-Data DOS Protection
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MD  
Server

…… 

User B
User A

5000 batch jobs  
listing a directory with 1M entries

interactive user
listing one directory with 5 files

this one-liner workload wants as a return 
5 Billion entries listed

this one-liner workload wants as a return 
5 entries listed

How can we make sure, that A does not have to wait 
minutes for a response ?

an (almost) real case

We stall or delay requests 
 of B making room for A to be served

48
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Quota
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Quota Listing in EOS
EOS supports user, group & project quota

Physical Space Listing in EOS
nominal quota per space
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/cern

/atlas /cms /lhcb

/v1 /v2 /t0 /user /raw

45
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/cern

/atlas /phys /lhcb

/v1 /v2 /t0 /user /raw

Group
Quota Node

atlas
Group

Volume 1 PB

Files 10 M

45
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/cern

/atlas /phys /lhcb

/v1 /v2 /t0 /user /raw

Group
Quota Node

atlas
Group

Volume 1 PB

Files 10 M
User

Quota Node
User  
Foo

User
Bar

Volume 1 TB 5 TB

Files 1 M 1 M

45
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/cern

/atlas /phys /lhcb

/v1 /v2 /t0 /user /raw

Group
Quota Node

atlas
Group

Volume 1 PB

Files 10 M
User

Quota Node
User  
Foo

User
Bar

Volume 1 TB 5 TB

Files 1 M 1 M

Group
Quota Node

lhcb
Group

Volume 1 PB

Files 10 M

45
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/cern

/atlas /phys /lhcb

/v1 /v2 /t0 /user /raw

Group
Quota Node

atlas
Group

Volume 1 PB

Files 10 M
User

Quota Node
User  
Foo

User
Bar

Volume 1 TB 5 TB

Files 1 M 1 M

Group
Quota Node

lhcb
Group

Volume 1 PB

Files 10 M

Project
Quota Node CERN

Volume 10 PB

Files 100 M

45



Tech Week Storage 24 - Large Scale Disk Storage at CERN - Dr. Andreas-Joachim Peters
44

EOS  
Erasure Coding

Erasure Coding in EOS is implemented using the JERASURE open-source library 
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0

1 2 0.10.0

0 1 2

EC

Write Read

0

1 2

Read

1 20

IO gatewayIO gateway

direct IO

EOS Erasure Coding IO path 

Traffic Amplification ~ 2x Traffic Amplifcation ~ 2x

No Amplification

33
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EOS4Physics Usage at CERN2023
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EOS4Physics Usage at CERN2023
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EOS Usage outside CERN
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• EOS is used by dozens of sites in WLCG - we don’t have exact numbers 
because we do not ship telemetry in software installations - few examples:
• EOS is used in the KISTI Tier-1 centre (Korea) as tape system replacement using Erasure 
Coding with 4 parities 

•  EOS is used at IHEP (China) with many installations 

•  EOS is used at Fermilab (US) 

• EOS is used by the Joint Research Centre JRC as Big Data Analytics 
Platform

High Energy Physics

Other
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Summary & Outlook 
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• EOS is used and developed at CERN as software to provide Large Scale 
Disk Storage for Physics use-cases & beyond
•  this spans from data acquisition systems to end-user analysis
•  involved in almost every physics analysis done at CERN  

• EOS is particularly appreciated by users due to the fact that the same 
data repository is accessible from almost everywhere remotely, as a 
filesystem or via web and Sync&Share applications 

• With LHC Run-4 starting in 5 years new storage challenges are upcoming
• we are constantly improving EOS and try to prepare for the future  

• You will get many more details tomorrow during the 8th EOS workshop!
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Joining EOS 
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https://eos.cern.ch
50 

https://gitlab.cern.ch/dss/eos

https://eos-community.web.cern.ch/

Web Page

GITLAB Repository

Community Forum

http://eos-docs.web.cern.ch/eos-docs/Documentation

email: eos-support@cern.ch

email: eos-community@cern.ch

Support
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https://github.com/cern-eos/eosGITHUB Mirror

https://eos.web.cern.ch
https://indico.cern.ch/event/773049/contributions/3473251/
https://gitlab.cern.ch/dss/eos
https://eos-community.web.cern.ch/
http://eos-docs.web.cern.ch/eos-docs/
mailto:eos-support@cern.ch
mailto:eos-community@cern.ch
http://eos-community.cern.ch
https://github.com/cern-eos/eos
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Thank you for your attention!
Questions?
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