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Systolic Arrays

Systolic arrays are big functional units to compute matrices MAC. They are 

composed of an array of connected mul and add units.

Data is pumped in while previous data is being processed.  
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Tensor Processing Unit

Reduced power consumption

Elementary ML operations in low data precision

Used at scale → Important to investigate their reliability

Google’s Tensor Processing Unit (TPU) 

is an accelerator able to execute 

elementary machine learning operations 

(convolution, pooling, ReLU)

A host (and a good SW framework) is 

required to execute the neural network!
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Cross-layer evaluation
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Setup challenges

Atomic operations A+B
A*B

check for errors

A+B = C ?

The complexity of the 

operation is similar to the 

complexity of error 

detection.

risk: waste 50% of neutrons

Golden rule:

In at least 90% time we must do something useful for 

the experiment (something that gives us data)
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Setup challenges
Objects Detection System:

ML accelerator

Observed error
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Setup challenges

99% person 99% person Nothing’s there

Expected Tolerable
Slight modification 

of detection

Critical
Missing an object
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Examples of errors
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Examples of errors

99% elephant

False positive
Unnecessary stops

Classification Error
wrong object detected

*SC17 paper

by BCU
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Results – FIT rates
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detection/classification!

There is ~1 order of 

magnitude of difference 

between SDCs and 
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Neutrons experiment challenges

TPU GPU

HOST device (in beam room)
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Neutrons experiment challenges

TPU GPU

HOST device (in beam room)

The host device must be protected.

Avoid scattering neutrons or thermal neutrons to corrupt the host
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Neutrons experiment challenges

Boron to (try to) protect

-motherboard

-SSD

-Raspberry (for TPU)

-Power supply

Still, we experience 2-3 

failures per run…

…usually at 3am 
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SoC GPU
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Neutrons experiment challenges

SoC GPU

DDR

control-power circuitry

CPU(s)
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Neutrons experiment challenges

We need an extremely focused (neutron) beam

15
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Neutrons vs Heavy Ions Experiment

2x SSD/SD failures

2x Rasp4 failure

3x host DDR permanent failures

4x GPUs ECC/DDR problems

Multiple boards/tests

Relaxed environment

1x TPU stuck (solved by reboot)

1 board (thinned…)

Error rate tuneable

Quick beam shutdown
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Take-away messages

-Reliability is a serious issue for safety-critical applications such as 

autonomous vehicles

-The SW is complex (and probabilistic), the HW is complex (and parallel)

-We need flexible beam and focused beam

-We need to focus on critical errors, critical variables, critical resources to 

have efficient hardening

-Novel technologies (HW, SW) are continuously being developed, we 

need to test them
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What’s next?
– Generalization.

We test one model, trained in one way, with one data set, with few frames… 

What if something changes? We need to do it all over again.
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– HW to fit the model.

When the model changes, the HW needs to be improved to fit the model, but 

with a big delay. How can we predict the effect of the HW on the software. 
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What’s next?
– Generalization.

We test one model, trained in one way, with one data set, with few frames… 

What if something changes? We need to do it all over again.

– Be at speed with novelty.

ML community is faster than us. What is novel to us, it’s obsolete to them. 

Segmentation, Transformer…  trillion parameters neural network… QNN

– HW to fit the model.

When the model changes, the HW needs to be improved to fit the model, but 

with a big delay. How can we predict the effect of the HW on the software.

– Avoid to be a Mickey Mouse.

We need to have control over what is really executed in HW.
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