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Mirror processes and other fixes (master)
Channelid reimplementation (master_june24)

Getting closer to a release

Andrea Valassi (CERN)

Madgraph on GPU development meeting, 30th July 2024

https://indico.cern.ch/event/1355157

(previous update was on July 08 – only mentioning changes since then)

https://indico.cern.ch/event/1355157
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Overview: 

following up on 

three weeks ago

• (1) master

– all of the blocking issues have been analysed and fixed (some pending PR reviews)

• (2) master_june24

– this is where I spent most of the last three weeks

– I identified a large number of bugs and missing features in channelid

– I fixed all of these (pending PR review): essentially, a full reimplementation of channelid
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master branch
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Master: 

following up on 

three weeks ago

• (#826) No cross section in susy_gg_t1t1 – a.k.a. bug in the order of couplings
– Fix by OM/SR merged on Mon 29 Jul in PR #918 (closes #826 and #862)

– Additional patch by AV (reviewed by OM) merged on Mon 29 Jul in PR #934

• (#872) Cross section mismatch in pp_tt012j

– Fix by AV under review by OM in PR #935

– See details on the next slide

https://github.com/madgraph5/madgraph4gpu/issues/826
https://github.com/madgraph5/madgraph4gpu/issues/918
https://github.com/madgraph5/madgraph4gpu/issues/862
https://github.com/madgraph5/madgraph4gpu/issues/934
https://github.com/madgraph5/madgraph4gpu/issues/872
https://github.com/madgraph5/madgraph4gpu/issues/935


AV – fixes in master, channelid reimplementation in master_june24 30 July 2024 5

pp_tt012j xsec mismatch – mirror processes

• (#872) Fortran and cudacpp cross sections differ for (gu_ttxgu within) pp_tt012j

• Analysis by AV (with contributions from OM and SR)
– This only happens for processes with  ‘mirror processes’

• It happens for gu_ttxgu within pp_tt012j (mirror is ug_ttxgu – swap g/u from left/right beam protons)
– It does not happen for gu_ttxgu standalone (g from left beam, u from right beam)

• It also happens for uux_ttx within pp_tt (now added as a much simpler test)

– Code signatures: MIRRORPROCS=true in Fortran, nprocesses=2 in cudacpp
• These must be kept, else the cross section is a factor two off (OM patch #754 August 2023)

• Note: nprocesses=2 is only used for static asserts in cudacpp, there is no array(2) for this...

– Cross sections are not bit-by-bit the same because different numbers of events are processed
• Fortran computes helicities twice (once per mirror), cudacpp computes helicities once (overall)

• Specifically: Fortran helicity recomputation leads to one more RESET_CUMULATIVE_VARIABLE call

• Fix by AV (under review by OM) in PR #935
– Add one extra RESET_CUMULATIVE_VARIABLE call during cudacpp helicity computation

• IMO, huge benefit (fortran and cudacpp xsecs agree bit-by-bit) for no cost (process few events more)

• IMO, these bit-by-bit tests are the main reason we have a reasonably solid code now

– To do (address OM comment): add sanity check that the two fortran helicity lists are identical

https://github.com/madgraph5/madgraph4gpu/issues/872
https://github.com/madgraph5/madgraph4gpu/pull/754
https://github.com/madgraph5/madgraph4gpu/issues/935
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Master: other ‘smaller’ fixes/improvements

• Various build improvements (largely developed while debugging physics bugs)
– Disable OpenMP by default as agreed 3 weeks ago – enable it only if USEOPENMP=1

• Patch by AV (reviewed by OM) merged on Tue 16 Jul in PR #900 (closes #758)

– Add support for clang16 and clang17 (while debugging with clang address sanitizier)
• Fix by AV (reviewed by OM) merged on Tue 16 Jul in PR #905 (closes #904)

• Various fixes and improvements in tests and CIs
– Fix segfault from constexpr_math.h and increase testmisc.cc tolerances within valgrind

• Fix by AV (reviewed by OM) merged on Tue 16 Jul in PR #908 (closes #903 and #906)

– Fix runTest segfault (remove cudaDeviceReset) and simplify googletest template usage
• Fix by AV (reviewed by OM) merged on Tue 16 Jul in PR #909 (closes #907)

– Fix the “tput_test” in AV’s “2nd CI” (runTest.exe and other tests were not executed at all)
• Fix by AV (reviewed by OM) merged on Wed 24 Jul in PR #938 (closes #937)

– Add a “3rd CI” by OM
• Pending: patch by OM (under review by AV – apologies for the delay) in PR #865

• Various fixes and improvements in code generation and MG5AMC submodule
– Upgrade master MG5AMC to latest gpucpp (OM mg5amcnlo#118 and DM mg5amcnlo#107) 

• Patch by AV (reviewed by OM) merged on Tue 16 Jul in PR #897

• Additional patch by AV (reviewed by OM) merged on Tue 16 Jul in PR #913 (without squashing)

– Remove gen_ximprove.py and madevent_interface.py from patch.common
• Patch by OM (reviewed by AV) merged on Mon 29 Jul in PR #849 (closes #844)

• Additional patch by AV (reviewed by OM) merged on Mon 29 Jul in PR #939

https://github.com/madgraph5/madgraph4gpu/issues/900
https://github.com/madgraph5/madgraph4gpu/issues/758
https://github.com/madgraph5/madgraph4gpu/issues/905
https://github.com/madgraph5/madgraph4gpu/issues/904
https://github.com/madgraph5/madgraph4gpu/issues/908
https://github.com/madgraph5/madgraph4gpu/issues/903
https://github.com/madgraph5/madgraph4gpu/issues/906
https://github.com/madgraph5/madgraph4gpu/issues/909
https://github.com/madgraph5/madgraph4gpu/issues/907
https://github.com/madgraph5/madgraph4gpu/issues/938
https://github.com/madgraph5/madgraph4gpu/issues/937
https://github.com/madgraph5/madgraph4gpu/issues/865
https://github.com/mg5amcnlo/mg5amcnlo/pull/118
https://github.com/mg5amcnlo/mg5amcnlo/pull/107
https://github.com/madgraph5/madgraph4gpu/issues/897
https://github.com/madgraph5/madgraph4gpu/issues/913
https://github.com/madgraph5/madgraph4gpu/issues/849
https://github.com/madgraph5/madgraph4gpu/issues/844
https://github.com/madgraph5/madgraph4gpu/issues/939
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master_june24 branch
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Master_june24: 

following up on 

three weeks ago

• I confirm my opinion: PR #830 (Sep 2023 – Jun 2024) was insufficiently tested
– There are issues that could have been spotted with existing tests

– There are new features for which new specific tests should have been added

– There are usage assumptions for which new sanity checks should have been added

– Especially, the SIMD implementation in #830 was almost completely wrong

– Some parts of the code were modified and there was no need for that

• Therefore: I essentially reimplemented channelid from scratch in 2 weeks
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(From https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088)

Main issues in #830 channelid

https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088
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Other issues in #830 channelid
(From https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088)

https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088
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New issues added (and fixed) in my own PR
(From https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088)

https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088
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Pending channelid issues (~for later)
(From https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088)

https://github.com/madgraph5/madgraph4gpu/pull/882#issuecomment-2239469088
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outlook
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Outlook? (my opinion)

• Master – previous major bugs seem to have been solved (pending PR review...)

• Master_june24 – a new channelid implementation with more tests is ready

– I still do not see how in practice it will speed up madevent, but I think it is ready

– A PR under review is ready to be merged into master_june24

– Then the new master_june24 (or the original PR) can be merged into master

• Master – packaging of the submodule will be my next priority

– And after that I think a release starts to be on the horizon

• The issues we discussed with CMS remain pending

– DY+4jets xsec mismatch fortran/cudacpp?

– DY+3jets cudacpp slower than fortran? 

– But they can probably come after a release?


