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Results presented here mainly from PRX Energy 2, 047001 “Sustainability Strategy for the Cool Copper Collider”. 
Additional info from: JINST 18 P07053, JINST 18 P09040 and arXiv:2403.07093.

https://journals.aps.org/prxenergy/abstract/10.1103/PRXEnergy.2.047001
https://iopscience.iop.org/article/10.1088/1748-0221/18/07/P07053
https://iopscience.iop.org/article/10.1088/1748-0221/18/09/P09040/
https://arxiv.org/abs/2403.07093
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The Cool Copper Collider

• Cool Copper Collider (C3) : newest proposal for a linear e+e- collider relying on normal conducting 
copper accelerating technology, with a novel cavity design that utilizes distributed coupling. 

• cryogenic temperature operation (LN2 at 77K), lower surface fields and higher accelerating gradients 
 cost-effective, compact 8 km footprint.→
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• Optimized design of RF 
cavities to minimize 
breakdown. 

• Small aperture, distributed 
coupling from a common RF 
manifold  possible with 
precision CNC

→

Innovations
120 MeV/m @250 GeV 
75 MeV/m @550 GeV

JINST 18 P07053
JINST 18 P09040
PRAB 23 092001

https://iopscience.iop.org/article/10.1088/1748-0221/18/07/P07053
https://iopscience.iop.org/article/10.1088/1748-0221/18/09/P09040/
https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.23.092001
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The Cool Copper Collider - Physics

• C  targeted  at operations at 250 GeV (  mode) and 550 GeV (  mode - only possible for linear 
colliders). 

• The targeted inst. luminosity of  at 250 (550) GeV would allow  of 
statistics after 10 years at each energy. 

• It’s important to evaluate and optimize emissions due to construction and operation for the entire run 
time of the collider.

3 ZH ZHH

1.3(2.4) × 1034 cm−2 s−1 2 (4) ab−1

5

MARTIN BREIDENBACH et al. PRX ENERGY 2, 047001 (2023)

TABLE I. Target beam parameters for C3.

Parameter Value
√

s (GeV) 250 550
Luminosity (cm−2 sec−1) 1.3 × 1034 2.4 × 1034

Number of bunches per train 133–200 75
Train repetition rate (Hz) 120 120
Bunch spacing (ns) 5.3–3.5a 3.5
Site power (MW) 150 175
Beam power (MW) 2.1 2.45
Gradient (MeV/m) 70 120
Geometric gradient (MeV/m) 63 108
rf pulse length (ns) 700 250
Shunt impedance (M!/m) 300 300
Length (km) 8 8

aBeam dynamics and structure optimization studies are ongo-
ing: the injected charge range is between 0.7 and 1 nC with a
bunch spacing ranging between 3.5 and 5.3 ns and final hori-
zontal beam size ranging between 156.7 and 182 nm, without
changes to the instantaneous luminosity. Accelerating structure
optimization studies include varying a/λ from 0.05 to 0.07 with
π -2π/3 phase advance [13] to reduce the longitudinal wakefield
and preserve the shunt impedance.

High-energy operation will enable the exploration of the
Higgs boson–top quark coupling, and will provide direct
access to the Higgs boson self-coupling with double Higgs
boson production [10,11]. Furthermore, the beam polariza-
tion, which exploits the strong dependence of electroweak
processes on the chirality of the initial-state particles, will
offer unique insights into the underlying physics, acting
as a new tool for discovery [12]. This offers C3 strong
complementarity with proton and circular e+e− colliders,
where beam polarization is not possible.

For C3, an approach radically different from the one
adopted for linacs is used to build a collider with high
gradient and high rf efficiency and thus lower capital and
operating costs [13]. C3 is based on a distributed coupling
accelerator concept, running under liquid nitrogen [14],
that has led to an optimized accelerating gradient and min-
imized breakdown problems with respect to earlier designs
based on normal conducting technologies. This has yielded
an overall optimization of the gradient at 70 and 120
MeV/m for the 250 and 550 GeV operating points, respec-
tively [15]. Much higher energies are possible if length is
not the major consideration. The fundamental C3 parame-
ters, assumed for the analysis in this paper, are shown in
Table I.

By far the major development to date is the actual dis-
tributed coupling accelerator structure. C3 will use C-band
(5.712 GHz) standing wave rf accelerating structures that
are 1 m long. Each has an rf waveguide to bring power
in, and in the more probable operating modes, each splits
rf power evenly between the beam and dissipation in the
structure with 43% beam loading. Operation at 80 K brings

the shunt impedance up to 300 M!/m, allowing effi-
cient operation at 120 MeV/m. These gradients have been
demonstrated at C-band [16] and with an electron beam
in an X-band (11.424 GHz) structure on the SLAC XTA
beamline [14]. The C-band structure has been tested at
low power at SLAC and at high power without a beam at
Radiabeam [17]. The C3 gradient results in a collider with
a 550 GeV center-of-mass energy capability on an 8 km
footprint.

A preconceptual design for the overall linac cryogenic
system has been developed that includes the design for
the cryomodules. For the C3 250 and 550 GeV design,
each linac will have three reliquification cryoplants. Liquid
nitrogen will flow out along the linac in both directions, so
there are six flow runs. The liquid nitrogen will be above
the raft structures, with an initial velocity of approximately
0.03 m/s. The liquid nitrogen will cool the accelerator
structures by nucleate boiling with a power density of
0.4 W/cm2, producing saturated vapor that counterflows
back to the cryoplant. Each cryorun is about 450 m long.
The vapor velocity near the cryoplant is approximately
3 m/s.

III. COMPARISON OF HIGGS FACTORY
PHYSICS REACH

Among the e+e− colliders being evaluated by the com-
munity, the International Linear Collider (ILC) [12,18],
based on superconducting rf technology, has the most
advanced design [19], and it is currently under consid-
eration for construction in Japan. CERN is pursuing as
its main strategy a large circular collider, the Future
Circular Collider (FCC) [20], and China is planning a
similar circular collider, the Circular Electron-Positron
Collider (CEPC) [21]. Each of these circular colliders
would require a tunnel with circumference on the order
of 100 km to limit synchrotron radiation. However, the
expected instantaneous luminosity drops off significantly
above center-of-mass energies of 350–400 GeV. An alter-
native strategy is to construct a compact linear e+e− col-
lider based on high-gradient acceleration. CERN is also
pursuing such a proposal, the Compact Linear Collider
(CLIC) [22], that would operate at a collision energy
of 380 GeV.

The carbon footprint of the proposed future Higgs fac-
tories should be assessed relative to the expected physics
reach, which has been reviewed most recently in the con-
text of the Snowmass Process [1,23]. The primary physics
goal of a future Higgs factory is the determination of the
total Higgs width and Higgs couplings with percent or sub-
percent precision. A reasonable figure of merit to gauge
the physics reach of each machine is the expected level
of precision for each of these measurements. We note that
evaluating the projected measurement precision accounts
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TABLE I. Target beam parameters for C3.

Parameter Value
√

s (GeV) 250 550
Luminosity (cm−2 sec−1) 1.3 × 1034 2.4 × 1034

Number of bunches per train 133–200 75
Train repetition rate (Hz) 120 120
Bunch spacing (ns) 5.3–3.5a 3.5
Site power (MW) 150 175
Beam power (MW) 2.1 2.45
Gradient (MeV/m) 70 120
Geometric gradient (MeV/m) 63 108
rf pulse length (ns) 700 250
Shunt impedance (M!/m) 300 300
Length (km) 8 8

aBeam dynamics and structure optimization studies are ongo-
ing: the injected charge range is between 0.7 and 1 nC with a
bunch spacing ranging between 3.5 and 5.3 ns and final hori-
zontal beam size ranging between 156.7 and 182 nm, without
changes to the instantaneous luminosity. Accelerating structure
optimization studies include varying a/λ from 0.05 to 0.07 with
π -2π/3 phase advance [13] to reduce the longitudinal wakefield
and preserve the shunt impedance.

High-energy operation will enable the exploration of the
Higgs boson–top quark coupling, and will provide direct
access to the Higgs boson self-coupling with double Higgs
boson production [10,11]. Furthermore, the beam polariza-
tion, which exploits the strong dependence of electroweak
processes on the chirality of the initial-state particles, will
offer unique insights into the underlying physics, acting
as a new tool for discovery [12]. This offers C3 strong
complementarity with proton and circular e+e− colliders,
where beam polarization is not possible.

For C3, an approach radically different from the one
adopted for linacs is used to build a collider with high
gradient and high rf efficiency and thus lower capital and
operating costs [13]. C3 is based on a distributed coupling
accelerator concept, running under liquid nitrogen [14],
that has led to an optimized accelerating gradient and min-
imized breakdown problems with respect to earlier designs
based on normal conducting technologies. This has yielded
an overall optimization of the gradient at 70 and 120
MeV/m for the 250 and 550 GeV operating points, respec-
tively [15]. Much higher energies are possible if length is
not the major consideration. The fundamental C3 parame-
ters, assumed for the analysis in this paper, are shown in
Table I.

By far the major development to date is the actual dis-
tributed coupling accelerator structure. C3 will use C-band
(5.712 GHz) standing wave rf accelerating structures that
are 1 m long. Each has an rf waveguide to bring power
in, and in the more probable operating modes, each splits
rf power evenly between the beam and dissipation in the
structure with 43% beam loading. Operation at 80 K brings

the shunt impedance up to 300 M!/m, allowing effi-
cient operation at 120 MeV/m. These gradients have been
demonstrated at C-band [16] and with an electron beam
in an X-band (11.424 GHz) structure on the SLAC XTA
beamline [14]. The C-band structure has been tested at
low power at SLAC and at high power without a beam at
Radiabeam [17]. The C3 gradient results in a collider with
a 550 GeV center-of-mass energy capability on an 8 km
footprint.

A preconceptual design for the overall linac cryogenic
system has been developed that includes the design for
the cryomodules. For the C3 250 and 550 GeV design,
each linac will have three reliquification cryoplants. Liquid
nitrogen will flow out along the linac in both directions, so
there are six flow runs. The liquid nitrogen will be above
the raft structures, with an initial velocity of approximately
0.03 m/s. The liquid nitrogen will cool the accelerator
structures by nucleate boiling with a power density of
0.4 W/cm2, producing saturated vapor that counterflows
back to the cryoplant. Each cryorun is about 450 m long.
The vapor velocity near the cryoplant is approximately
3 m/s.

III. COMPARISON OF HIGGS FACTORY
PHYSICS REACH

Among the e+e− colliders being evaluated by the com-
munity, the International Linear Collider (ILC) [12,18],
based on superconducting rf technology, has the most
advanced design [19], and it is currently under consid-
eration for construction in Japan. CERN is pursuing as
its main strategy a large circular collider, the Future
Circular Collider (FCC) [20], and China is planning a
similar circular collider, the Circular Electron-Positron
Collider (CEPC) [21]. Each of these circular colliders
would require a tunnel with circumference on the order
of 100 km to limit synchrotron radiation. However, the
expected instantaneous luminosity drops off significantly
above center-of-mass energies of 350–400 GeV. An alter-
native strategy is to construct a compact linear e+e− col-
lider based on high-gradient acceleration. CERN is also
pursuing such a proposal, the Compact Linear Collider
(CLIC) [22], that would operate at a collision energy
of 380 GeV.

The carbon footprint of the proposed future Higgs fac-
tories should be assessed relative to the expected physics
reach, which has been reviewed most recently in the con-
text of the Snowmass Process [1,23]. The primary physics
goal of a future Higgs factory is the determination of the
total Higgs width and Higgs couplings with percent or sub-
percent precision. A reasonable figure of merit to gauge
the physics reach of each machine is the expected level
of precision for each of these measurements. We note that
evaluating the projected measurement precision accounts
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The Cool Copper Collider - Power Optimizations

• Potential improvements for C3 coming from 
minimizing RF power when there is no beam 
loading.
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FIG. 2. Dissipated energy per pulse per meter (left) and the time domain gradient (right) in the structure for a 70 MeV/m flat top for
700 ns.

major city [5]. This indicates that the environmental impact
of any future collider facility is going to receive the same
scrutiny as that of a major urban construction project. The
bottom-up analysis in Ref. [5] derives an estimate of global
warming potential (GWP) for the manufacture of the main
tunnel material (concrete) alone to be equivalent to the
release of 237 kton of CO2 (CO2e). An alternative top-
down analysis is instead dependent on the character of the
earth to be excavated, leading to estimates ranging from 5
to 10 kton CO2e per kilometer of tunnel construction and
total emissions of 489–978 kton CO2e [37].

A life cycle assessment of the ILC and CLIC accelera-
tor facilities is being performed by ARUP [8] to evaluate
their holistic GWP, so far providing a detailed environ-
mental impact analysis of construction. The components of
construction are divided into classes: raw material supply,
material transport, material manufacture, material trans-
port to work site, and construction process. These are
labeled A1 through A5, where A1–A3 are grouped as
material emissions and A4 and A5 are grouped as transport
and construction process emissions. The total GWP for the

ILC and CLIC is 266 and 127 kton CO2e [8], respectively
[38]. The approximate construction GWP for the main tun-
nels is 6.38 kton CO2e/km for CLIC (5.6 m diameter)
and 7.34 kton CO2e/km for the ILC (9.5 m diameter); the
FCC tunnel design is similar to that of CLIC, so 6.38 kton
CO2e/km is used for the calculation of emissions for both
the FCC and the CEPC. While a comprehensive civil engi-
neering report is unavailable for the FCC and the CEPC,
we estimate the concrete required for the klystron gallery,
access shafts, alcoves, and caverns to contribute an addi-
tional 30% of emissions, similar to what is anticipated for
CLIC. The analysis indicates that the A4 and A5 compo-
nents constitute 20% for CLIC and 15% for the ILC. In
the absence of equivalent life cycle assessment analysis
for the FCC and the CEPC, we account for the A4 and A5
contributions as an additional 25%. A summary of these
parameters is given in Table V.

The C3 tunnel will be about 8 km long with a rectan-
gular profile in each of its component systems. Assuming
a cut-and-cover approach, all the excavated material will
be replaced to yield a small berm. We estimate that for the

TABLE IV. Power savings with adjustment of the main linac design and beam parameters. For 550 GeV, the percentage savings
would be unchanged for a combined 79 MW reduction in electrical power from the nominal 125 MW for the main linac.

Scenario rf system Cryogenic system Total Reduction
(MW) (MW) (MW) (MW)

Baseline 250 GeV 40 60 100 · · ·
rf source efficiency increased by 15% 31 60 91 9
rf pulse compression 28 42 70 30
Double flat top 30 45 75 25
Halve bunch spacing 34 45 79 21
All scenarios combined 13 24 37 63
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.

-1000 -500 0 500 1000

Time (ns)

0

5

10

15

20

25

30

35

E
n
e
rg

y 
(J

/m
)

RF Energy Delivered
RF Engery dissipated

-1000 -500 0 500 1000

Time (ns)

0

10

20

30

40

50

60

70

G
ra

d
ie

n
t 
(M

e
V

/m
)

FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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the absence of beam. With beam the flat top power is constant at 30 MW.
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.
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effort with ILC groups

• Common US R&D initiative for future 
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Double flat top (700  1400 ns) + half bunch train  
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allows reduced RF pulse length (but may need more damping)
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2

A sustainable strategy for the Cool Copper Collider
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2

Flat top

• Doubling the flat-top (700
1400 ns) or halving the 
bunch spacing (5.25 2.6ns) 
allows for rep. rate 
reduction (120  60 Hz) 
without loss in luminosity. 

• This reduces thermal load 
by 25%. 

• Overall, power savings can  
reach 63MW at 250 GeV and 
79MW at 550GeV.

→

→

→

PRX Energy 2, 047001

https://journals.aps.org/prxenergy/abstract/10.1103/PRXEnergy.2.047001
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The Cool Copper Collider - Power Optimizations

• Changes in flat-top duration, bunch spacing and rep. rate can be 
combined to improve the luminosity per unit power up to 3x! 

• The energy consumption throughout the entire lifetime of the 
machine can be reduced significantly!
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648 source efficiency and the utilization of pulse compression
649 have not been assumed here.
650 We note that the scenarios above indicate that significant
651 luminosity gains are achievable through modifications in nb
652 and fr, with only moderate increases in the site power
653 consumption. Nevertheless, detailed studies are warranted
654 in order to guarantee the feasibility of these scenarios, both
655 in terms of accelerator design, including high-gradient
656 testing in order to determine whether doubling the flat
657 top is achievable, as well as detector performance, most
658 notably evaluating detector occupancy when increasing the
659 train duration or reducing the bunch spacing, which lead to
660 higher fluxes of background particle hits.

661 V. COMPARISON OF VARIOUS LINEAR
662 COLLIDER PROPOSALS

663 The luminosity- andBIB-related quantities forCLIC, ILC,
664 andC3 are summarized inTables II and III. All these colliders
665 use flat beams of similar dimensions and bunch charges and
666 achieve luminosities of 1.3–1.8 × 1034 cm−2 s−1, with the
667 updated C3 configuration reaching even higher values. The
668 average energy loss due to beamstrahlung is at the 3%–10%
669 level, with the lowest (highest) value achieved for ILC-250
670 (C3-550). The average beamstrahlung parameter is
671 hϒi≲ 0.2, meaning that the dominant background process
672 is incoherent pair production. The number of such incoherent
673 pair particles produced is of the order of 104–105, with larger

674numbers for the higher center-of-mass energy runs of ILC
675and C3.
676The proposed colliders in Table I can also be compared
677in terms of their luminosity spectra, which indicate how
678broad the center-of-mass energy distributions of the collid-
679ing particles are, and therefore, affect the level of precision
680to which the four-momenta of initial state particles can be
681known. Figure 9 shows the luminosity spectra for the
682various linear colliders under consideration, obtained from
683GUINEA-PIG simulations with the beam parameters of
684Table I. For C3, the luminosity spectra for both PS1 and
685PS2 are shown. All luminosity spectra contain the effects of
686beamstrahlung and initial energy spread at the IP (before
687beamstrahlung) but not initial-state radiation. In all cases,
688most of the luminosity is contained near the nominal
689center-of-mass energy

ffiffiffiffiffi
s0

p
, with tails corresponding to

690contributions from beam particles that lost a significant
691amount of their initial four-momentum due to beamstrah-
692lung. For C3 specifically, one observes that the PS2 beam
693configuration achieves noticeably higher luminosities at the
694peak, compared to PS1, whereas the tails are comparable,
695reaffirming our conclusion that the newly proposed param-
696eter set leads to overall higher luminosities without
697correspondingly increasing the BIB.
698Further comparison of the luminosity spectra is facili-
699tated by normalizing the center-of-mass energy of each
700collision

ffiffiffi
s

p
to its nominal value

ffiffiffiffiffi
s0

p
, as shown in Fig. 10.

701In Fig. 10(a), the luminosity spectra for
ffiffiffi
s

p
=

ffiffiffiffiffi
s0

p ≥ 0.5 are

TABLE V. Beam configuration scenarios for C3-550, which include modifications in the bunch spacing Δtb, the number of bunches
per train nb, and/or the train repetition rate fr. The last three columns give the instantaneous luminosity for the PS1 and PS2 parameter
sets, as well as the estimated total site power, in each case.

L ð1034 cm−2 s−1Þ Psite (MW)

Scenario Flat top (ns) Δtb (ns) nb fr (Hz) C3-550 (PS1) C3-550 (PS2) Both scenarios

Baseline 250 3.50 75 120 1.70 2.40 175
Double flat top 500 3.50 150 60 1.70 2.40 144
Halve bunch spacing 250 1.75 150 60 1.70 2.40 149
Combined-half repetition rate 500 1.75 300 60 3.40 4.80 180
Combined-nominal repetition rate 500 1.75 300 120 6.80 9.60 212

TABLE IV. Beam configuration scenarios for C3-250, which include modifications in the bunch spacing Δtb, the number of bunches
per train nb, and/or the train repetition rate fr. The last three columns give the instantaneous luminosity for the PS1 and PS2 parameter
sets, as well as the estimated total site power, in each case.

L ð1034 cm−2 s−1Þ Psite (MW)

Scenario Flat top (ns) Δtb (ns) nb fr (Hz) C3-250 (PS1) C3-250 (PS2) Both scenarios

Baseline 700 5.26 133 120 1.35 1.90 150
Double flat top 1400 5.26 266 60 1.35 1.90 125
Halve bunch spacing 700 2.63 266 60 1.35 1.90 129
Combined-half repetition rate 1400 2.63 532 60 2.70 3.80 154
Combined-nominal repetition rate 1400 2.63 532 120 5.40 7.60 180

NTOUNIS, NANNI, and VERNIERI PHYS. REV. ACCEL. BEAMS XX, 000000 (XXXX)
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Beam configuration scenarios for , which include modifications in the bunch spacing , the number 
of bunches per train , and/or the train repetition rate .

C3 Δtb
nb fr

arXiv:2403.07093

Luminosity for two beam parameter sets Total site power consumption ℒ/Psite
(1034 cm−2 s−1 (GW)−1

9.0    12.7
10.8.   15.2
10.5    14.7
17.5    24.7
30.0    42.2

PS1    PS2

Up to ~3x 
 gain! 𝓛/Psite

Requires additional studies to 
evaluate feasibility on the accelerator 
(high-gradient tests with double flat 

top) and detector (evaluation of 
occupancy tolerances) side!

Caterina Vernieri ・ Stanford University ・ May 21, 2024 

Beam Format and Detector Design Requirements 

56

ILC Trains at 5Hz, 1 train 1312 bunches 
Bunches are 369 ns apart

~1ms ~200ms

• Very low duty cycle at LC (0.5% ILC, 0.08% C3) allows for trigger-less readout and power pulsing
• Factor of 100 power saving for front-end analog power

• Impact of beam-induced background to be mitigated through MDI and detector design 
• O(1-100) ns bunch identification capabilities (hit-time-stamping) can further suppress beam-backgrounds and 

keep occupancy low - same as for FCC-ee

arXiv:2003.01116
FCC Mid Term Report

~700ns ~8ms
C3 Trains at 120Hz, 1 train 133 bunches 
Bunches are 5 ns apart

~150ns ~20ms
CLIC Trains at 50Hz, 1 train 312 bunches 
Bunches are 0.5 ns apart

https://arxiv.org/abs/2403.07093
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Sensitivity comparison for future colliders
• Take into account total luminosity and effect of longitudinal polarization: 

• C3/ILC-250 performs similarly to CLIC-380, C3/ILC-550 outperforms CLIC-380 
• C3/ILC-250 + 550 matches expected physics reach of FCC-ee

10

w =
( δκ

κ )HL−LHC
− ( δκ

κ )HL−LHC+HF

( δκ
κ )HL−LHC+HF

.

⟨ δκ
κ ⟩ =

∑i wi( δκ
κ )i

∑i wi

Evaluate average 
precision gain w.r.t. 

HL-LHC: 

Relative precision (%) of Higgs boson coupling and total Higgs boson width measurements at 
future colliders when combined with the HL-LHC measurements, assuming two IPs for FCC-ee 

and CEPC.

arXiv:2209.07510

1%

1%
0.1%

All colliders reach precisions for the Higgs couplings at the 0.1-1% level

weighs heavier most improved 

and most precise measurements, 

emphasizes individual colliders’ 

strengths!

→

https://arxiv.org/abs/2209.07510
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Power consumption over machine lifetime
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Etotal  = ∑
r∈ runs 

E(r)annual Trun (r) .

MARTIN BREIDENBACH et al. PRX ENERGY 2, 047001 (2023)

FIG. 3. Layout of the C3 klystron gallery
(upper level) and accelerator hall (lower
level) in the cut-and-cover construction
approach, which is used for both the main
linac and injectors. All dimensions are in
mm. Key components of physical infras-
tructure are shown. The dashed line shows
the ground level. All the excavated mate-
rial will be placed to yield a small berm.
Possible locations for Low Conductivity
Water Supply (LCW-S), Low Conductivity
Water Return (LCW-R), Liquid Nitrogen
make up (LN) from the Air Separation Unit
(ASU), and the Ring to Linac return line
for the damped 10 GeV beam (RTL) are
shown.

more moderate strategy can be envisioned for C3. A 185
MW solar farm could be built with a $150 million bud-
get [46], double covering the average power requirement
of C3 [47], such that excess power could be stored for
later use at night [48], allowing C3 to achieve green energy
independence. The use of multijunction photovoltaic cell
fabrication techniques would increase power conversion
efficiency well beyond the 30% that is common in today’s
cells [49], allowing such a solar farm to be situated on
about 5 km2 of land [50].

This estimate relies on energy storage systems supported
by regional electricity grids. To better understand the fea-
sibility of scaling all parts of energy production (which
may fall under the C3 project budget) and energy storage
infrastructure (which would be funded by the U.S. govern-
ment, but would nonetheless need investment), we perform
a holistic cost estimate. We first note that the energy
storage capacity required to supply 150 MW continuously

for 12 h is less than 1% of the expected grid energy stor-
age capacity in 2040 [51], indicating that the U.S. grid
should be able to reasonably support operation at this scale
using renewable energy. We assume lithium ion batter-
ies [52] are the primary energy storage technology with
a lifetime of 1000 cycles, experiencing 300 cycles per
year, with 10% of battery cost reclaimed through recycling
at a base cost of $125/kWh and $100/kWh in 2040 and
2050, respectively [53]. We take the cost of solar energy
production to be $0.80/W [50] and take that of onshore,
fixed-bottom offshore, and floating offshore wind turbines
to be around $1.3/W, $3.25/W, and $5.3/W, respectively
[54,55]. An energy production portfolio that provides con-
tinuous power for C3 over a 12 h day and 12 h night period
based on these technologies alone would cost approxi-
mately $1 billion. This estimate is primarily driven by
requirements of battery energy storage systems and holds
for a variety of energy source mixes. This indicates a

TABLE VI. For each of the Higgs factory projects considered in the first row, the center-of-mass energies (second row), ac site
power (third row), annual collision time (fourth row), total running timea (fifth row), instantaneous luminosity per interaction point
(sixth row), and target integrated luminosity (seventh row) at each center-of-mass energy are given. The numerical values were taken
from the references mentioned in the table in conjunction with Ref. [19]. For the CEPC the new baseline scenario with 50 MW
of synchrotron radiation power per beam is used. We consider both the baseline and the power optimizations from Table IV (in
parentheses) for C3 power requirements.

Higgs factory CLIC [44] ILC [12] C3 [11] CEPC [59,60] FCC [20,61,62]√
s (GeV) 380 250 500 250 550 91.2 160 240 360 88, 91, 94 157, 163 240 340–350 365

P (MW) 110 111 173 150 (87) 175 (96) 283 300 340 430 222 247 273 357
Tcollisions [107 s/year] 1.20 1.60 1.60 1.30 1.08
Trun (years) 8 11 9 10 10 2 1 10 5 2 2 2 3 1 4
Linst/IP (×1034 cm−2 s−1) 2.3 1.35 1.8 1.3 2.4 191.7 26.6 8.3 0.83 115 230 28 8.5 0.95 1.55
Lint (ab−1) 1.5 2 4 2 4 100 6 20 1 50 100 10 5 0.2 1.5

aThe nominal run schedule reflects nominal data-taking conditions, which ignore other run periods such as luminosity ramp-up.

047001-8

Running scenarios for Higgs factory projects.

Calculate annual energy consumption for each collider accounting for down-time, efficiency and 
planned run schedule 

Eannual  = P [κdown Tyear  + (1 − κdown ) (Tcollisions  + Tdevelopment )]

Linear 
~10-20 years 

~100-180 MW

Circular 
~15-20 years 

~220-360 MW

Step 1: calculate energy consumption/year Step 2: sum up years running in each energy

Power during 
collisions

Fraction of power 
used during down-

time (taken 30%)

Time in collision mode + 17% for machine 
development (1 per 6 weeks in collisions)

PRX Energy 2, 047001

https://journals.aps.org/prxenergy/abstract/10.1103/PRXEnergy.2.047001
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Carbon Footprint of operation

FCC and CEPC consumption driven by long run times and SR compensation,  linear 
colliders having overall smaller energy consumption
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SUSTAINABILITY STRATEGY FOR C3 PRX ENERGY 2, 047001 (2023)
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FIG. 4. Total energy consumption for all collider concepts, (a) unweighted and (b) weighted with respect to the average coupling
precision for each collider. The hashed pink component represents the additional costs of operating C3 without power optimization,
while light blue regions account for additional run modes targeting Z and WW production.

similar cost would be associated with a site located near
the Pacific coast or the Atlantic coast, which could lever-
age floating and fixed-bottom turbines, respectively, in the
southern USA, where solar energy production would be
most efficient, or proximate to large wind farms in the
Midwest. A more precise cost and feasibility analysis can
be performed when a candidate site is defined, as has
been done for experiments operating at the South Pole,
for example [56]. This cost analysis demonstrates that C3

operation could be supported sustainably within the USA
within the next two decades given conservative projections
of technological development.

As a point of comparison, the power requirement of
the FCC would be about 30% of the output of a large
nuclear plant (generating 1.1 GW on average [57]). At
about $8 billion per facility, the cost of renewable energy
infrastructure for the FCC would be about $2.5 billion.
To obtain an estimate of the carbon impact of operation
at future collider facilities that takes mitigation strategies
into account, we first note that the carbon intensity of
solar, wind, hydroelectric, and nuclear energy production
is around 30, 15, 25, and 5 ton CO2e/GW h, respectively
[58]. These estimates have some regional variation due to
the differences in supply chains and local infrastructure.
For instance, given the lifetime of existing nuclear plants
of about 30 years, replacement or construction of entirely
new facilities will be required and this might effect the
overall carbon intensity. While the ultimate energy pro-
duction portfolio will be different for facilities constructed
in different regions, we take a common estimate of 20 ton
CO2e/GW h for all collider facilities in this analysis. We
find this to be a reasonable estimate given that any facil-
ity can propose mitigation strategies to decouple its carbon
impact from the regional average. It also reflects the expec-
tation that clean energy infrastructure supply chains will
improve over the next 20 years.

VII. ANALYSIS OF TOTAL CARBON FOOTPRINT

A straightforward calculation of total energy consump-
tion is possible using the information summarized in Table
VI, which includes estimates of the site power P dur-
ing collision mode, the annual collision time Tcollisions,
and the total running time in years Trun for each center-
of-mass energy

√
s considered. We take into account the

time spent with the beam operating at full rf and cooling
power outside data-taking mode, for example, for machine
development, as an additional week for every 6 weeks
of data-taking (i.e., +17%), represented as Tdevelopment. We
take the site power requirement for the remaining period
in a calendar year to be 30% of the site power require-
ment during data-taking (denoted by κdown). This value is
a conservative upper estimate, since without rf power and
associated heat load, any accelerator can be kept cold with
a small fraction of power to the cryogenic system.

Using these values, we calculate the annual energy
consumed as

Eannual = P
[
κdownTyear + (1 − κdown)

(Tcollisions + Tdevelopment)
]

(3)

and the total energy consumption obtained by summing
over all

√
s run configurations is given by

Etotal =
∑

r ∈ runs

E(r)annualTrun(r). (4)

For the circular collider projects, the FCC and the CEPC,
we consider separately the cumulative energy consump-
tion of the Higgs physics runs (i.e.,

√
s > 240 GeV)

for a focused comparison on the basis of Higgs physics
reach argued in Sec. III, but additionally include the
contribution of Z-pole and WW-threshold runs, which
impact the climate nevertheless.

047001-9

Total energy consumption in TWh for the entire 
run-time of each collider.

MARTIN BREIDENBACH et al. PRX ENERGY 2, 047001 (2023)
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FIG. 5. Global warming potential from (a) operation and (b) construction of all collider concepts. The hashed pink component
represents the additional costs of operating C3 without power optimization, while light blue regions account for additional run modes
targeting Z and WW production.

The inclusion of those additional runs enriches the over-
all physics program of the colliders in a way not reflected
in the framework defined in Sec. III. The main purpose of
the proposed colliders under consideration here is to serve
as Higgs factories, and thus we maintain the importance
of assessing their physics reach through the projected pre-
cision for Higgs observables. Furthermore, as we demon-
strate later, the inclusion of those additional runs does not
significantly alter the GWP of the circular machines, which
is dominated by construction.

It is worth noting that the FCC-ee tunnel is planned
to be reused to host a high-energy hadron collider, while
a high-energy machine following C3 requires additional
construction. However, such a hadron collider requires
new structures, notably a dedicated superconducting mag-
net system, along with the disposal of the e+e− beamline,
which will have been exposed to high levels of radiation.
A full life cycle assessment including the carbon impact
of the accelerator structures and an end-of-life plan is
required to quantify the relative advantage of reusing the
tunnel and is beyond the scope of this work.

Figure 4(a) shows the energy consumption for the col-
lider projects considered. The least energy is consumed by
CLIC, driven by the lowest planned run time at low ener-
gies and its marginally lower power consumption com-
pared with C3 and the ILC, which have comparable power
consumption. The energy consumption of the CEPC is
large compared with that of the FCC because it is intended
that the CEPC will collect 4 times the integrated luminos-
ity at 240 GeV with an associated tripling of the total run
duration.

Figure 4(b) shows the precision-weighted energy con-
sumption for the collider projects considered, estimated by
our multiplying the energy consumption from Fig. 4(a) by
the average relative precision in the last row of Table II.
The shortest run time for CLIC is now compensated by the

reduced relative precision, in comparison with C3 and the
ILC, leading to overall closer precision-weighted energy
consumption. Similarly, the long proposed run time for the
CEPC is now taken into account in conjunction with the
improved precision reach, yielding a total weighted energy
consumption closer to that of the FCC.

Figure 5(a) shows the associated GWP of the total
energy required for operation, obtained by our multiply-
ing the total energy consumption by the respective carbon
intensity. The relative performance among the facilities in
terms of GWP is identical to their relative performance
in total energy consumption, due to the common carbon
intensity of 20 ton CO2e/GWh taken for all facilities.

Figure 5(b) shows the GWP due to construction of accel-
erator facilities. The carbon footprint is very similar among
the linear and circular colliders, which is driven primarily
by the total length of the accelerator. Figure 6(a) shows
the total GWP from construction and operation. CLIC is
the most environmentally friendly option, owing to its lead
performance in operation emissions as well as its small
footprint. The total GWP of C3 and the ILC is driven by
operation emissions, while that of CLIC, the FCC, and the
CEPC is almost entirely driven by construction emissions.
Possible reductions in the construction component could
be achieved by use of concrete with lower cement content
than CEM1 C40 considered in this analysis. Such cases
would still leave the FCC GWP dominated by construction
processes.

Finally, Fig. 6(b) shows the total precision-weighted
GWP from construction and operation, estimated in the
same way as the precision-weighted energy consumption
in Fig. 4(b). Given the overall similar GWP for CLIC
and C3 and the superior precision reach of C3 at higher
energies, compared with CLIC, C3 appears to be the
most environmentally friendly option when the precision-
weighted total carbon footprint is accounted for.
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GWP in Mton CO2e for the entire run-time of each 
collider.

GWPoperations = Etotal ⋅ carbon  intensity

≃ Etotal ⋅ (20 ton  CO2/GWh)
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FIG. 5. Global warming potential from (a) operation and (b) construction of all collider concepts. The hashed pink component
represents the additional costs of operating C3 without power optimization, while light blue regions account for additional run modes
targeting Z and WW production.

The inclusion of those additional runs enriches the over-
all physics program of the colliders in a way not reflected
in the framework defined in Sec. III. The main purpose of
the proposed colliders under consideration here is to serve
as Higgs factories, and thus we maintain the importance
of assessing their physics reach through the projected pre-
cision for Higgs observables. Furthermore, as we demon-
strate later, the inclusion of those additional runs does not
significantly alter the GWP of the circular machines, which
is dominated by construction.

It is worth noting that the FCC-ee tunnel is planned
to be reused to host a high-energy hadron collider, while
a high-energy machine following C3 requires additional
construction. However, such a hadron collider requires
new structures, notably a dedicated superconducting mag-
net system, along with the disposal of the e+e− beamline,
which will have been exposed to high levels of radiation.
A full life cycle assessment including the carbon impact
of the accelerator structures and an end-of-life plan is
required to quantify the relative advantage of reusing the
tunnel and is beyond the scope of this work.

Figure 4(a) shows the energy consumption for the col-
lider projects considered. The least energy is consumed by
CLIC, driven by the lowest planned run time at low ener-
gies and its marginally lower power consumption com-
pared with C3 and the ILC, which have comparable power
consumption. The energy consumption of the CEPC is
large compared with that of the FCC because it is intended
that the CEPC will collect 4 times the integrated luminos-
ity at 240 GeV with an associated tripling of the total run
duration.

Figure 4(b) shows the precision-weighted energy con-
sumption for the collider projects considered, estimated by
our multiplying the energy consumption from Fig. 4(a) by
the average relative precision in the last row of Table II.
The shortest run time for CLIC is now compensated by the

reduced relative precision, in comparison with C3 and the
ILC, leading to overall closer precision-weighted energy
consumption. Similarly, the long proposed run time for the
CEPC is now taken into account in conjunction with the
improved precision reach, yielding a total weighted energy
consumption closer to that of the FCC.

Figure 5(a) shows the associated GWP of the total
energy required for operation, obtained by our multiply-
ing the total energy consumption by the respective carbon
intensity. The relative performance among the facilities in
terms of GWP is identical to their relative performance
in total energy consumption, due to the common carbon
intensity of 20 ton CO2e/GWh taken for all facilities.

Figure 5(b) shows the GWP due to construction of accel-
erator facilities. The carbon footprint is very similar among
the linear and circular colliders, which is driven primarily
by the total length of the accelerator. Figure 6(a) shows
the total GWP from construction and operation. CLIC is
the most environmentally friendly option, owing to its lead
performance in operation emissions as well as its small
footprint. The total GWP of C3 and the ILC is driven by
operation emissions, while that of CLIC, the FCC, and the
CEPC is almost entirely driven by construction emissions.
Possible reductions in the construction component could
be achieved by use of concrete with lower cement content
than CEM1 C40 considered in this analysis. Such cases
would still leave the FCC GWP dominated by construction
processes.

Finally, Fig. 6(b) shows the total precision-weighted
GWP from construction and operation, estimated in the
same way as the precision-weighted energy consumption
in Fig. 4(b). Given the overall similar GWP for CLIC
and C3 and the superior precision reach of C3 at higher
energies, compared with CLIC, C3 appears to be the
most environmentally friendly option when the precision-
weighted total carbon footprint is accounted for.
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Global warming potential in Mton CO2e for 
various collider concepts.

Accounting for main tunnel length, other structures 
and transport/construction process emissions

High construction GWP for circular colliders driven by tunnel length 
Carbon intensity for operation depends on hosting site and operation timeline 

• ARUP analysis: ~80% of construction emissions from 
materials (A1-A3), rest from material transport & 
construction process (A4-A5). 

• GWP for tunnels ~6tn/m 
• For C3, cut-and-cover can be used 

• Use displaced earth for shielding 
• Only ~40 km3 must be transported
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FIG. 3. Layout of the C3 klystron gallery
(upper level) and accelerator hall (lower
level) in the cut-and-cover construction
approach, which is used for both the main
linac and injectors. All dimensions are in
mm. Key components of physical infras-
tructure are shown. The dashed line shows
the ground level. All the excavated mate-
rial will be placed to yield a small berm.
Possible locations for Low Conductivity
Water Supply (LCW-S), Low Conductivity
Water Return (LCW-R), Liquid Nitrogen
make up (LN) from the Air Separation Unit
(ASU), and the Ring to Linac return line
for the damped 10 GeV beam (RTL) are
shown.

more moderate strategy can be envisioned for C3. A 185
MW solar farm could be built with a $150 million bud-
get [46], double covering the average power requirement
of C3 [47], such that excess power could be stored for
later use at night [48], allowing C3 to achieve green energy
independence. The use of multijunction photovoltaic cell
fabrication techniques would increase power conversion
efficiency well beyond the 30% that is common in today’s
cells [49], allowing such a solar farm to be situated on
about 5 km2 of land [50].

This estimate relies on energy storage systems supported
by regional electricity grids. To better understand the fea-
sibility of scaling all parts of energy production (which
may fall under the C3 project budget) and energy storage
infrastructure (which would be funded by the U.S. govern-
ment, but would nonetheless need investment), we perform
a holistic cost estimate. We first note that the energy
storage capacity required to supply 150 MW continuously

for 12 h is less than 1% of the expected grid energy stor-
age capacity in 2040 [51], indicating that the U.S. grid
should be able to reasonably support operation at this scale
using renewable energy. We assume lithium ion batter-
ies [52] are the primary energy storage technology with
a lifetime of 1000 cycles, experiencing 300 cycles per
year, with 10% of battery cost reclaimed through recycling
at a base cost of $125/kWh and $100/kWh in 2040 and
2050, respectively [53]. We take the cost of solar energy
production to be $0.80/W [50] and take that of onshore,
fixed-bottom offshore, and floating offshore wind turbines
to be around $1.3/W, $3.25/W, and $5.3/W, respectively
[54,55]. An energy production portfolio that provides con-
tinuous power for C3 over a 12 h day and 12 h night period
based on these technologies alone would cost approxi-
mately $1 billion. This estimate is primarily driven by
requirements of battery energy storage systems and holds
for a variety of energy source mixes. This indicates a

TABLE VI. For each of the Higgs factory projects considered in the first row, the center-of-mass energies (second row), ac site
power (third row), annual collision time (fourth row), total running timea (fifth row), instantaneous luminosity per interaction point
(sixth row), and target integrated luminosity (seventh row) at each center-of-mass energy are given. The numerical values were taken
from the references mentioned in the table in conjunction with Ref. [19]. For the CEPC the new baseline scenario with 50 MW
of synchrotron radiation power per beam is used. We consider both the baseline and the power optimizations from Table IV (in
parentheses) for C3 power requirements.

Higgs factory CLIC [44] ILC [12] C3 [11] CEPC [59,60] FCC [20,61,62]√
s (GeV) 380 250 500 250 550 91.2 160 240 360 88, 91, 94 157, 163 240 340–350 365

P (MW) 110 111 173 150 (87) 175 (96) 283 300 340 430 222 247 273 357
Tcollisions [107 s/year] 1.20 1.60 1.60 1.30 1.08
Trun (years) 8 11 9 10 10 2 1 10 5 2 2 2 3 1 4
Linst/IP (×1034 cm−2 s−1) 2.3 1.35 1.8 1.3 2.4 191.7 26.6 8.3 0.83 115 230 28 8.5 0.95 1.55
Lint (ab−1) 1.5 2 4 2 4 100 6 20 1 50 100 10 5 0.2 1.5

aThe nominal run schedule reflects nominal data-taking conditions, which ignore other run periods such as luminosity ramp-up.
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FIG. 6. Total global warming potential from construction and operation for all collider concepts, (a) unweighted and (b) weighted
with respect to the average coupling precision for each collider. The hashed pink component represents the additional costs of operating
C3 without power optimization, while light blue regions account for additional run modes targeting Z and WW production.

VIII. CONCLUSIONS

We present the first analysis of the environmental impact
of the newly proposed C3 collider and a comparison with
other proposed facilities in terms of physics reach, energy
needs, and carbon footprint for both construction and
operation.

The physics reach of the proposed linear and circular
e+e− colliders has been studied extensively in the context
of the U.S. Snowmass and European Strategy processes.
We focus on the precision of Higgs boson coupling mea-
surements achievable at C3, CLIC, the ILC, the FCC,
and the CEPC. We point out that in terms of physics
reach, all the proposed machines are generally similar,
although linear colliders can operate at higher collision
energies, enabling access to additional measurements of
the Higgs boson’s properties. Moreover, the use of polar-
ization at linear facilities effectively compensates for the
lower luminosity.

On this basis, the global warming potential of these
facilities is compared in terms of absolute environmen-
tal impact and in terms of environmental impact per
unit of physics output obtained by a weighted average
of expected precision on Higgs boson coupling measure-
ments. The operation emissions of C3 could be reduced
through beam parameter optimization leading to 63 MW
(79 MW) power reduction compared with the nominal 150
MW (175 MW) in the 250 GeV (550 GeV) running mode.
Mitigation strategies using dedicated renewable energy
facilities can reduce the carbon intensity of energy produc-
tion to 20 ton CO2e/GW h. We find that global warming
potential is driven by construction rather than by opera-
tion beyond 2040. The compact nature of linear collider
facilities reduces the total volume of construction mate-
rials and opens up the option for a surface site to
simplify the construction process. We conclude that linear

colliders and C3 in particular have great potential for an
environmentally sustainable path forward for high-energy
collider facilities.
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Accounting for physics impact, linear colliders are overall superior in terms of GWP. 
Circular colliders limited by requirements for large-radius tunnels. 

C3’s compact size can offer unique benefits for a sustainable collider. 
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Conclusions

• We presented an outline of the envisaged sustainability strategy for 
C3 and proposed a framework for the physics-weighted evaluation 
of the carbon footprint of various colliders. 

• Linear colliders have overall smaller carbon footprints,  with circular 
collider limited by  construction emissions due to the required large 
tunnel lengths. 

• C3 with power savings can serve as a cost-effective, compact and 
sustainable option for the realization of a future e+e- collider. 

• Regardless of which collider is built in the end, it is essential that 
sustainability considerations are integrated in its design and 
operations from its conception.
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Benefits of e+e- colliders

• The Higgs boson is the latest experimentally verified addition to the SM and a pathway to answering 
many fundamental questions in Particle Physics and beyond. 

• This requires measurements of its properties with precision at the percent and sub percent level, which 
lies beyond the capabilities of HL-LHC.

18
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Benefits of e+e- colliders

• Higgs precision measurements at 
the percent and sub-percent level 
enables tests of new Physics at 
the TeV scale.

19
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Benefits of e+e- colliders

• Electron-positron colliders are precision machines that can serve as Higgs factories. They offer: 
• A well-defined initial state 
• A “clean” and trigger less experimental environment 
• Longitudinal polarization (only possible at linear machines)  increases sensitivity to EW 

observables, suppresses backgrounds, controls systematics
→

20

 Level precision∼ O(10−1) %

from the HL-LHC. As can be seen, the overall physics reach of all proposed Higgs factories is similar [1, 23]
for the 240-250 GeV operations, and additional measurements become accessible for the higher center-of-
mass energy runs at linear colliders. We also compare the Higgs Factory proposals is in terms of total energy
consumption and carbon emissions, for both construction activities and operations, with the latter being the
most relevant number when evaluating each project’s impact on the global climate.

TABLE II. Relative precision of Higgs coupling and total Higgs width measurements at future colliders when combined
with HL-LHC. Results are from the Snowmass Report [23]. The FCC-ee numbers assume two IPs and 5 ab�1 at 240
GeV and 1.5 ab�1 at 365 GeV. The CEPC numbers also assume two IPs, but 20 ab�1 at 240 GeV and 1 ab�1 at 360
GeV. The top Yukawa coupling can be measured with almost double the precision C3 operated at 550 GeV compared
to ILC operated at 500 GeV, due to the higher center-of-mass energy [27]. Nevertheless, in this study we assume the
same precision for C3-550 as for ILC-500. Note that since there are no beyond the Standard Model decays allowed
in this table, the width is constrained by the sum of the SM contributions. Entries with a dash (-) correspond to
couplings that are out of reach (hcc̄ at HL-LHC) or for which estimates were not yet available at the time of writing
(hhh for CEPC). The weighted average shown in the last row has been calculated as explained in the text.

HL-LHC +
Relative Precision (%) HL-LHC CLIC-380 ILC-250/C3-250 ILC-500/C3-550 FCC 240/360 CEPC-240/360

hZZ 1.5 0.34 0.22 0.17 0.17 0.072
hWW 1.7 0.62 0.98 0.20 0.41 0.41
hbb̄ 3.7 0.98 1.06 0.50 0.64 0.44

h⌧+⌧� 3.4 1.26 1.03 0.58 0.66 0.49
hgg 2.5 1.36 1.32 0.82 0.89 0.61
hcc̄ - 3.95 1.95 1.22 1.3 1.1
h�� 1.8 1.37 1.36 1.22 1.3 1.5
h�Z 9.8 10.26 10.2 10.2 10 4.17

hµ+µ� 4.3 4.36 4.14 3.9 3.9 3.2
htt̄ 3.4 3.14 3.12 2.82/1.41 3.1 3.1
hhh 50 50 49 20 33 -
�tot 5.3 1.44 1.8 0.63 1.1 1.1

Weighted average - 0.94 0.86 0.45 0.59 0.49

We then present an estimate of energy consumption and carbon footprint per unit of physics output. This
is achieved by taking the average of the relative precision over all Higgs couplings, weighing them by the
relative improvement in their measurement with respect to HL-LHC:
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where the sum runs over the columns of Table II and the weight is defined as:

w =

�
�


�
HL�LHC

�
�
�


�
HL�LHC+HF�

�


�
HL�LHC+HF

(2)

This definition weights measurements by their relative improvement over HL-LHC when combining the HL-
LHC and future Higgs Factory (HF) results. Qualitatively, measurements that minimally improve those of
HL-LHC are assigned weights near zero, while HF measurements with high precision or large improvement
over HL-LHC are assigned larger weights. While other weighting schemes could be used, we argue that
Equation 2 is unbiased towards the type of physics measurement (e.g. Yukawa, self-coupling, vector coupling)
and it emphasises the individual strengths of each collider facility.

For the estimation of the weighted average precision, the hcc̄ coupling was excluded, since there is no
estimate for HL-LHC, whereas we assume that the hhh coupling for CEPC can be measured with the same
precision as for FCC. The weighted average precision for each collider is given in the last row of Table II.

4

 Level precision∼ 𝒪(1) %
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Sensitivity comparison for future colliders
• Take into account total luminosity and effect of longitudinal polarization: 

• C3/ILC-250 performs similarly to CLIC-380, C3/ILC-550 outperforms CLIC-380 
• C3/ILC-250 + 550 matches expected physics reach of FCC-ee

21
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TABLE II. Relative precision (%) of Higgs boson coupling and total Higgs boson width measurements at future colliders when
combined with the HL-LHC measurements. Results are from Ref. [23]. The FCC-ee numbers assume two interaction points (IPs) and
5 ab−1 at 240 GeV and 1.5 ab−1 at 365 GeV. The CEPC numbers also assume two IPs, but 20 ab−1 at 240 GeV and 1 ab−1 at 360
GeV. The top quark Yukawa coupling can be measured with nearly double the precision at C3 operations at 550 GeV, compared to the
ILC operating at 500 GeV, because of the higher center-of-mass energy [27]. Nevertheless, in this study we assume the same precision
for C3 as for the ILC at 500 GeV. Note that since there are no beyond the Standard Model decays allowed in this table, the width is
constrained by the sum of the Standard Model contributions. Entries with three dots correspond to couplings that are out of reach (hcc̄
at the HL-LHC) or for which estimates were not available at the time of writing (hhh for the CEPC). The weighted average shown in
the last row was calculated as explained in the main text.

HL-LHC +

Relative precision (%) HL-LHC
CLIC at 380

GeV

ILC at 250
GeV/C3 at
250 GeV

ILC at 500
GeV/C3 at
550 GeV

FCC at 240
GeV/360

GeV

CEPC at
240

GeV/360
GeV

hZZ 1.5 0.34 0.22 0.17 0.17 0.072
hWW 1.7 0.62 0.98 0.20 0.41 0.41
hbb̄ 3.7 0.98 1.06 0.50 0.64 0.44
hτ+τ− 3.4 1.26 1.03 0.58 0.66 0.49
hgg 2.5 1.36 1.32 0.82 0.89 0.61
hcc̄ · · · 3.95 1.95 1.22 1.3 1.1
hγ γ 1.8 1.37 1.36 1.22 1.3 1.5
hγ Z 9.8 10.26 10.2 10.2 10 4.17
hµ+µ− 4.3 4.36 4.14 3.9 3.9 3.2
htt̄ 3.4 3.14 3.12 2.82/1.41 3.1 3.1
hhh 50 50 49 20 33 · · ·
#tot 5.3 1.44 1.8 0.63 1.1 1.1
Weighted average · · · 0.94 0.86 0.45 0.59 0.49

where the sum runs over the entries in each column of
Table II and the weight is defined as

w =
(

δκ
κ

)
HL-LHC −

(
δκ
κ

)
HL-LHC+HF(

δκ
κ

)
HL-LHC+HF

. (2)

This definition weights measurements by their relative
improvement over the HL-LHC measurements when the
HL-LHC and future HF results are combined. Qualita-
tively, measurements that minimally improve those of the
HL-LHC are assigned weights near zero, while HF mea-
surements with high precision or large improvement over
the HL-LHC measurements are assigned larger weights.
While other weighting schemes could be used, we argue
that Eq. (2) is unbiased towards the type of physics mea-
surement (e.g., Yukawa coupling, self-coupling, or vector
coupling) and it emphasizes the individual strengths of
each collider facility.

For the estimation of the weighted average precision, the
hcc̄ coupling was excluded, since there is no estimate for
the HL-LHC, whereas we assume that the hhh coupling for
the CEPC can be measured with the same precision as for
the FCC. The weighted average precision for each collider
is given in the last row of Table II.

IV. POWER CONSUMPTION AND
OPTIMIZATION

The most obvious way to reduce the carbon impact of
a major facility is to minimize the amount of power that
it consumes, thereby minimizing the associated emissions
from energy production. This is firmly within the means
of the facility designers and crucially does not rely on grid
electrification. The nominal operating parameters for C3

operating at 250 GeV are given in Table III.
Several avenues can be pursued to optimize operational

power requirements. Increases in luminosity or reduction
in power consumption are possible through the develop-
ment of ancillary technology by increasing the rf source
efficiency, increasing the efficiency of powering the accel-
erating structures, or modification of beam parameters to
increase luminosity. At present, the main linac requires
approximately 100 MW of power, with 40 MW for the rf
sources and 60 MW for the cryogenic system.

For the rf sources, the C3 concept uses an over-
all rf system efficiency of 50%, which is in line with
present high-power rf sources that are designed with effi-
ciency in mind. However, significant advances in mod-
ern design techniques for klystrons are increasing the
klystron amplifier’s ultimate efficiency significantly with
the inclusion of higher-order-mode cavities, multicell out-
puts, and advanced multidimensional computational tools.
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Relative precision (%) of Higgs boson coupling and total Higgs boson width measurements at 
future colliders when combined with the HL-LHC measurements, assuming two IPs for FCC-ee 

and CEPC.

w =
( δκ

κ )HL−LHC
− ( δκ

κ )HL−LHC+HF

( δκ
κ )HL−LHC+HF

.

⟨ δκ
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∑i wi( δκ
κ )i

∑i wi

Evaluate average 
precision gain w.r.t. 

HL-LHC: 


