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Pressing Needs for ALICE

• T1 resources become scarce
• The 2025 request is above the flat-budget scenario



What we currently have
Two T2 centers
Oak Ridge National Laboratory
Lawrence Berkeley National Laboratory
(more about these and more in tomorrow’s talk)



What else we have (available) 

• ITD Lawrencium
• NERSCS (Cori to Perlmutter to NERSC 10 (an exaSystem)



Lawrencium

• We are using LBL ITDs 
Lawrencium HPC’s 
scavenging queue

• Technically the assigned job 
slots are preemptable, but 
this resource has showed 
great reliability since very 
deployment



Perlmutter

• We apply for and maintain 
resource allocation on 
Perlmutter distributed by the 
DOE annually

• So, this is not quite 
“opportunistic” in a sense

• More about this in Sergiu’s talk



GPU Cluster

• One of the major parts of this idea is enabling GPU-based reconstruction at 
NERSC

• GPU resorce allocation is also requested annually
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Analysis Facility (Prototype)
• Last September we deployed a prototype AF as a proof-of-concept (640 cores; 1.1 PB)
• It’s been operational virtually without downtime since

• There are interesting things we learned about the differences between AF and T2 type of 
loads

• We seek funding to expand it to a larger AF



An Idea

• Deploy T1-like capabilities (without 
commitment to the custodial 
storage)

• Expand O2 GPU capabilities to 
enable it at NERSC (perhaps further)

• Deploy full scale AF

Single partitioned EOS storage with 
RAIN (?) configuration.
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Something we already tried

• We ran a data 
reconstruction tests 
on Lawrencium

• Data as streamed 
directly from CERN

• There is network, there 
is CPU capability

• Adding a dedicated T1 
type of storage will 
take further advantage 
of this



Summary

• A very compelling idea that can augment current ALICE computing 
capabilities

• T1 disk storage

• “Opportunistic” and “dedicated” HPC resources

• Bringing more GPUs into the game

• Expanding the Analysis Facility
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