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2. Project Participants

Introduction of institutes participating the project

• The project’s goal is to construct a new ALICE grid site with an HPC cluster.
• HPC resource: Nurion, 5th supercomputer in South Korea (managed by KISTI)

• ALICE (A Large Ion Collider Experiment)

• technical support for JAliEn

• KISTI (Korea Institute of Science and Technology)

• Computing resource provider

• Site environment builder

• CBNU (Chungbuk National University)

• Site environment builder

https://www.ksc.re.kr/eng/resources/nurion
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3. Site Architecture

1) HPC grid site Architecture: ‘KISTI_GSDC_Nurion’

1. Acquire ALICE grid job submissions from authorized users via VOBOX.

2. Create JobAgent script to search for available computational nodes.

3. Transition to the designated job submission user, gsdc23a01.

4. Move to the designated submission workspace, /scratch/gsdc23a01.

5. Submit a job executing the JobAgent script to the PBS queue by 
gsdc23a01 on /scratch/gsdc23a01.

6. Allocate the job on one of  HPC worker nodes by the PBS server.

7. Bring and process ALICE grid jobs for the JobAgent’s lifetime.
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3. Site Architecture

2) VObox node: ‘alice-kisti-hpc’

NODE: alice-kisti-hpc
• installed packages

• vobox
• cvmfs
• frontier-squid
• pbs

• roles
• authentication
• proxy server
• pbs client

• for job submission, it needs:
• /scratch/gsdc23a01 as a job 

submission path
• gsdc23a01 as a job submission user
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3. Site Architecture

3) HPC PBS cluster: ‘Nurion’

NODE: PBS server
• installed package

• pbs
• roles

• allocating jobs to worker nodes

NODE: PBS worker
• installed packages

• cvmfs
• pbs

• roles
• processing jobs

• why ramdisk used?
• instead of disks
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4. Site Configuration

Overview

• Introduce Frontier-squid, CVMFS, NFS, PBS and VOBOX.
• Explain their respective roles and how to setup them for this project.

Frontier-squid • A proxy server which is utilized for CVMFS.
• This proxy contains information about the stratum servers storing CVMFS repositories.

CVMFS • A file system which stores various experimental data, packages, software of CERN.
• It functions similarly to Github.

NFS • A protocol that allows access to file systems on other nodes through a network.
• It’s used for access a workspace for job submission on HPC node.

PBS • A software that optimizes job scheduling and workload management.
• It operates similarly to HTCondor.

VOBOX • A system to supports ALICE VO services
• This system is necessary to grant access to the project environment only for authorized users.



8

❖

Hyeonjin Yu, hyeonjin.yu@cern.ch

4. Site Configuration

1) Frontier-squid

• Frontier-squid is a proxy server utilized to mount the ALICE repository necessary for ALICE Grid jobs.
• To configure the proxy server?

• Add an http_proxy environment variable
• Edit /etc/squid/customize.sh

• meaning: when we mount CVMFS repositories, the proxy only connects MAJOR_CVMFS

[ a ‘http_proxy’ environment variable ]

[ /etc/squid/customize.sh ]
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4. Site Configuration

1) Frontier-squid

• The path in MAJOR_CVMFS is a list of major WLCG CVMFS stratum1 servers including ALICE repository.
• Through fixing the CVMFS server which squid can connect by ‘uncomment’ in /etc/squid/customize.sh,

• We make Frontier-squid only access to MAJOR_CVMFS

[ /etc/squid/customize.sh ]

[ a proxy config file - /etc/squid/squid.conf ]
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4. Site Configuration

2) CVMFS

• CVMFS is a file system that stores repositories including packages, experimental data and so on.
• To configure CVMFS, we just needs to create and edit /etc/cvmfs/default.local. 

• There are some parameters for configuring CVMFS.

[ CVMFS Repository servers ]

[ CVMFS config file - /etc/cvmfs/default.local ]

◦ CVMFS_REPOSITORIES - the repository list you want to mount
◦ CVMFS_HTTP_PROXY - the proxy server list (one or more)
◦ CVMFS_CACHE_BASE - the location of the cache directory
◦ CVMFS_QUOTA_LIMIT - the cache size (MB)
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4. Site Configuration

2) CVMFS

• ALICE repository can be mounted simply using the ‘cd’ command, thanks to autofs.
• When we mount repositories, Frontier-squid creates a log file called access.log.

• TCP-MISS : the repository has not cached before (= it’s being mounted for the first time) 

• TCP-HIT :  the repository is cached (= it’s being mounted for more than one time)

[ mounting the alice repository ] [ /var/log/squid/access.log (first mount) ]

[ /var/log/squid/access.log (second mount) ]
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4. Site Configuration

3) NFS

• NFS is a networking protocol used for sharing /home/gsdc23a01 and /scratch/gsdc23a01 directories.
• To configure NFS, we edit ldap.conf and sssd.conf

• LDAP - a Lightweight Directory Access Protocol to search for information over a network
• SSSD - a System Security Service Daemon for accessing remote directories and authentication services

[ /etc/openldap/ldap.conf ] [ /etc/sssd/sssd.conf ]
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4. Site Configuration

3) NFS

• These files enable only the gsdc23a01 user to access to the mounted directories. 
• The LDAP server contains gsdc23a01 user, and SSSD restricts access the directories to all users except gsdc23a01.

• On root user, it can not access /home/gsdc23a01 and /scratch/gsdc23a01.
• On gsdc23a01 user, it can access /home/gsdc23a01 and /scratch/gsdc23a01.

[ on root user ]

Access failed…

[ on gsdc23a01 user ]

Access successed!
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4. Site Configuration

4) PBS

• PBS Client
• the interface used by user to interact with the PBS server
• submitting and monitoring jobs

• PBS Server
• the central node of managing the PBS system
• managing job scheduling, resources and job execution on the 

cluster

• PBS Worker
• the nodes that the actual computational work is performed

[ Typical architecture of PBS cluster ]

• PBS is a distributed workload management system for managing and monitoring your computational workload.
• The project utilizes all types of pbs nodes: PBS Client, PBS Server, PBS Worker.
* Our pbs cluster consists of 1 client, 1 server and 2 worker now.
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4. Site Configuration

4) PBS

• There are PBS daemons activated according to necessary role which each node should have.
• SERVER: receives incoming jobs, holds jobs waiting for 

execution, sends jobs for execution when it's their turn.

• SCHED: implements a policy that you define that controls when 
each job is run and on which resources

• COMM: handles communication between the other PBS daemons

• MOM: places each job into execution when it receives a copy of 
the job from the server

https://help.altair.com/2022.1.0/PBS%20Professional/PBSInstallGuide2022.1.pdf

daemons for PBS Client
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4. Site Configuration

4) PBS - Client node

• Through the client node, we can monitor the status of the PBS server, workers and job queues.
• The cluster consist of 1 server and lots of workers.

• Currently, we are utilizing 2 worker nodes: node8304, node8305.

[ The status of PBS server ]

[ The status of PBS workers ]

…
…

[ The PBS queue list ]
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4. Site Configuration

4) PBS - Worker node

• PBS worker nodes are NURION nodes.
• We test the job submission that mounts ALICE repository and execute the alienv script.

• This test aims to verify if the worker node is ready to execute ALICE Grid jobs with CVMFS.

[ a script of test job ]

[ output of the job ]

… no problem with mounting ALICE 
repository on worker node
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4. Site Configuration

5) VObox

• VOBOX is a system which supports ALICE VO services, checking whether a user is an authorized VO user.
• To configure VOBOX,

• Set port and source firewall rules
• Install wlcg-vobox and edit site-info.def, users.conf and groups.conf

[ Network setting guide ]

https://jalien.docs.cern.ch/site/vobox/
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4. Site Configuration

5) VObox

• After installing wlcg-vobox, we configure site-info.def, users.conf, groups.conf.
◦ site-info.def - the main configuration file for defining site information
◦ users.conf - a file defining the users to be created on the service nodes that need them
◦ groups.conf - a file defining the user categories that must be accepted by the grid services provided by a site 

[ site-info.def ]

[ groups.conf ]

[ users.conf ]
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4. Site Configuration

5) VObox

• When we execute `/opt/glite/yaim/bin/yaim -c -s site-info.def -n VOBOX > ~/yaim-result.log`, 
the grid-mapfile is generated based on the three aforementioned files.
• grid-mapfile is a list of users who can log in the VObox and defines which account is mapped for each users.
• For the HPC security, we leave only a few map list related to this project.

[ grid-mapfile (new ver.) ]

[ grid-mapfile (old ver.) ]

…
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5. History & Current Status of The Site

• We started construction of the new HPC grid site using Nurion.9

10

11

12

1

2

3

4

• We completed the construction of the HPC grid site.
• CERN started working on JAliEn CE operated on PBS cluster.

• MonALISA is enable to monitor the job status of the site.
• The HPC site was shown on the site map.

• MonALISA and the JAliEn CE was stared.
• Single-core jobs began to be submitted to the site from CERN.

• Single core jobs were sucessfully got started on the HPC site.

[Fixed crucial core issues relevant to progress the project]

issue1

Encountering a TCP_DENY(http 403) error during 
outgoing connection with squid.

• add 3124/tcp in firewall rules
• specify CVMFS stratum servers

issue2
Need to reduce the export list of NFS mounts.

• restrict access from /scratch to /scratch/gsdc23a01 
owned by gsdc23a01for enhanced security

issue3

Occurring "('LDAP':'%BE_LDAP')" was terminated by 
own WATCHDOG" error.

• add timeout=30 under [domain/LDAP] in 
/etc/sssd/sssd.conf

issue4
Encountering 'Invaild Entry' error upon PBS startup.

• modify $clienthost in 
/var/spool/pbs/mom_priv/config

issue5
Deleting jobs apparently when executing the qsub
command.

• add 32768-61000/tcp in firewall rules

2023

2024
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5. History & Current Status of The Site

9

10

11

12

1

2

3

4

2023

2024

• We started construction of the new HPC grid site using Nurion.

• We completed the construction of the HPC grid site.
• CERN started working on JAliEn CE operated on PBS cluster.

• MonALISA is enable to monitor the job status of the site.
• The HPC site was shown on the site map.

• MonALISA and the JAliEn CE was stared.
• Single-core jobs began to be submitted to the site from CERN.

• Single core jobs were sucessfully got started on the HPC site.
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5. History & Current Status of The Site

9

10

11

12

1

2

3

4

2023

2024

https://gitlab.cern.ch/jalien/jalien/-/blob/2900939b8c27e3db4e294dfab1099a00aba7e6fe/src/main/java/alien/site/batchqueue/PBS.java

Total 403 lines, released on JAliEn Gitlab
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5. History & Current Status of The Site

9

10

11

12

1

2

3

4

2023

2024

JAliEn CE’s workspace: /scratch/gsdc23a01/ALICE/alien-logs

• JobAgent startup script

...

• output and error file of JobAgent startup script

Workspace on Apr 10 2024
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5. History & Current Status of The Site

9

10

11

12

1

2

3

4

[Fixed crucial core issues relevant to start ALICE jobs]

issue1

Unable to contact alice-ldap.cern.ch.
• Accessing other path not originally configured 

with OPN prefix.
• Need to allow outgoing connectivity toward 

ALICE central service.

• add firewall rules about 128.141/16, 
128.142/16, 137.138/16, 188.184/15, 
2001:1458::/32

issue2
Job queue infinitely in PBS queue.
• specify memory size under 80G in the job script

issue3
Jobs terminated before reaching wall-time.
• kill anonymous child processes under processes 

related to job execution

issue4
JobAgent aborted.
• update to latest version of JAliEn to replace the 

older version

2023

2024

• We started construction of the new HPC grid site using Nurion.

• We completed the construction of the HPC grid site.
• CERN started working on JAliEn CE operated on PBS cluster.

• MonALISA is enable to monitor the job status of the site.
• The HPC site was shown on the site map.

• MonALISA and the JAliEn CE was stared.
• Single-core jobs began to be submitted to the site from CERN.

• Single core jobs were sucessfully got started on the HPC site.
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5. History & Current Status of The Site

9
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2023

2024

• We started construction of the new HPC grid site.

• We completed the construction of the HPC grid site.
• CERN started working on JAliEn CE operated on PBS cluster.

• MonALISA is enable to monitor the job status of the site.
• The HPC site was shown on the site map.

• MonALISA and the JAliEn CE was stared.
• Single-core jobs began to be submitted to the site from CERN.

• Single core jobs were sucessfully got started on the HPC site.

[Nurion job log]

…
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5. History & Current Status of The Site

9
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2

3

4

2023

2024

After starting log record...

• within 5 seconds: 
JDL contents is printed

• within 20 seconds: 
first resource usage is recorded

• every 2 minutes: 
general logs are recorded

• every 10 minutes: 
resource usage is recorded until 
the job is finished

the JobAgent log on Apr 10 2024
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5. History & Current Status of The Site

9
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2023

2024

• We started construction of the new HPC grid site using Nurion.

• We completed the construction of the HPC grid site.
• CERN started working on JAliEn CE operated on PBS cluster.

• MonALISA is enable to monitor the job status of the site.
• The HPC site was shown on the site map.

• MonALISA and the JAliEn CE was stared.
• Single-core jobs began to be submitted to the site from CERN.

• Single core jobs were sucessfully got started on the HPC site.
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5. History & Current Status of The Site

http://alimonitor.cern.ch?5001
https://alimonitor.cern.ch/map.jsp

2023

2024
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6. Future Plans

1) If running JAliEn CE is stable for single-core jobs,

• We will conduct submission tests with the following job types:
• multi-core jobs - utilizing more than 1 core, such as 4/8 cores and so on
• whole node jobs - allocating all cores of the worker node.

2) Currently only one Nurion node is used for PBS worker node.

• We will assign 10 to 15 additional Nurion worker nodes,
• The expansion will increase our PBS cluster's capacity to over 640 cores.
• Each Nurion node has 64 cores.

3) The site will be able to process real ALICE payload in the future,

• We will keep maintaining the JAliEn CE code by:
• adding some functions which are necessary for the Nurion site.

• For this, having been studying the structure and mechanism of JAliEn.



Thank you!
Hyeonjin Yu
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