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Current gravitational wave (GW) detection pipelines are based on match-filtering and have 
been

quite successful, with over 100 confident detections

Current GW detection pipelines are based on match-filtering
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The Universe is permeated by a stochastic GWB generated in the early Universe

Gravitational-Wave Background (GWB)
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FIG. 1. Predictions of the gravitational-wave energy density spectra using di↵erent models for the loop distribution function
n(�, z) and varying the number of kinks per loop oscillation Nk. The string tension Gµ is fixed to 10�8. Top-left: model A,
Nk = 1. Top-right: model B, Nk = 100. Bottom-left: model C, Nk = 1. Bottom-right: model C, Nk = 100. For model C, we
use the following parameters: �rad = 0.45, �mat = 0.295, crad = 0.15, cmat = 0.019; the subscripts refer to the radiation and
matter eras, respectively. The black dashed curve shows power-law-integrated sensitivity curve [37] for HLV network from the
O3 isotropic stochastic search [25].

We assume that the occurrence of a detectable burst of272

gravitational waves follows a Poissonian law with mean273

given by the estimated detection rate. For a set of pa-274

rameters (Gµ,Nk), models which predict a detection rate275

larger than 2.996/Tobs are excluded at 95%, i.e. we ex-276

clude models for which the probability of non-detection277

is lower than 5%.278

IV. STOCHASTIC SEARCH279

A search for a stochastic background of gravitational280

waves [35] was done with the Advanced LIGO and Ad-281

vanced Virgo data from their third observing run, O3.282

These results were combined with those from the previ-283

ous two observing runs, O1 and O2 [28, 42, 43]. The284

normalized energy density of the stochastic background285

is defined as286

⌦GW(f) =
f

⇢c

d⇢GW

df
, (12)

where ⇢c = 3H2
0 c

2
/(8⇡G). The results reported in [25]287

assume the spectrum to be a power-law ↵ of the fre-288

quency:289

⌦GW(f) = ⌦ref

✓
f

fref

◆↵

, (13)

where fref denotes a reference frequency, fixed to 25 Hz,290

a convenient choice in the most sensitive part of the fre-291

quency band. LIGO and Virgo did not detect a stochas-292

tic background, and so set upper limits depending on293

the value of ↵. The stochastic background from cos-294

mic strings in the LIGO-Virgo frequency band is pre-295

dicted to be approximately flat, setting the upper bound296

⌦GW  6.2⇥ 10�9 at the 95% credible level for a flat297

↵ = 0 background.298

In the present paper, we perform a Bayesian analysis299

taking into account the precise shape of the background300

(see, Fig. 1) instead of a power-law and use it to derive301

upper limits on the cosmic string parameters.302

We first calculate the log-likelihood function assuming303

Jenkins, Sakellariadou, Regimbau, Slezak,   PRD  98, 063501 (2018)Planck Collaboration



Gravitational-Wave Background (GWB)

Standard assumptions:

Time series of the strain amplitude in GWs for a Gaussian and 
stationary stochastic background

The amplitude at any given time t follows a normal 
distribution centered in zero and with the same variance
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Plot of the GW spectrum, with frequencies ranging from a few kHz (for ground-based detectors) to 10    Hz (corresponding to 
a period equal to the age of the universe), together with potential sources of GWBs and relevant detectors
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GWB: Detection methods
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It would appear as noise in a single GW detector

To detect a GWB take the correlation between two detector outputs:

How do we detect a GWB ?

2

method provides a check on whether a proposed SGWB
signal is consistent with an isotropic SGWB or if it is
more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.

In this paper, we take a di↵erent tact. We model the
contribution of correlated magnetic noise from Schumann
resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
using realistic time-domain and frequency-domain syn-
thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
the Schumann resonances and their coupling to the detect-
ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
a SGWB. We present results on synthetic data in Sec-
tion V, and finish with a brief discussion and suggestions
for future work in Section VI.

II. SGWB AND SEARCH METHODS

If we assume the SGWB is isotropic, Gaussian, station-
ary, and unpolarized, then it is fully characterized by the
dimensionless energy density per logarithmic frequency
interval

⌦gw(f) =
1

⇢c

d⇢gw(f)

dln(f)
, (1)

where d⇢gw is the GW energy density in the frequency
interval ln f to ln f +d ln f , and ⇢c = 3H2

0 c
2
/(8⇡G) is the

critical energy density to close the Universe. It is common
to model the SGWB spectrum as a power law:

⌦gw(f) = ⌦↵

✓
f

fref

◆↵

, (2)

where ⌦↵ is the amplitude at a reference frequency, fref ,
and ↵ is the spectral index. We will use fref = 25 Hz.

Unresolved CBCs give a background spectrum with
↵ = 2/3; slow roll inflation models and cosmic strings
predict ↵ = 0. It is also common to consider a model

that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
cross-correlation estimator that is optimal for a Gaussian,
stationary, unpolarized and isotropic background. Our
estimator, Ĉij(f), for the SGWB measured from detectors
i and j is

Ĉij(f ; t) =
2

T

Re[s̃⇤
i
(f ; t)s̃j(f ; t)]

�ij(f)S0(f)
, (3)

where s̃i(f ; t) is the Fourier transform of the strain time
series in detector i starting at time t, �ij(f) is the
normalized overlap reduction function (ORF) [13, 23]
between detectors i and j, T is the duration over which
the Fourier transform is taken, and S0(f) is the spec-
tral shape for a SGWB that is flat in energy density,
S0(f) = 3H

2
0/(10⇡

2
f
3).

In the limit where the total GW strain amplitude in
detector i, h̃i(f), is much less than the intrinsic detector
noise, ñi(f), the variance of Ĉij(f ; t) is given by

�
2
ij

(f ; t) =
1

2�fT

Pi(f ; t)Pj(f ; t)

�ij(f)2S0(f)2
, (4)

where Pi(f ; t) is the one-sided power spectral density
(PSD) of detector i between times t and t + T , and �f is
the frequency resolution.

In general, Eq. (3) and Eq. (4) are estimated for many
short time-segments of T = 192 s and these segments are
optimally combined in a post-processing step given by

Ĉij(f) =

P
k
Ĉij,k(f)��2

ij,k
(f)

P
k
�
�2
ij,k

(f)
, (5)

�ij(f) =

 
X

k

�
�2
ij,k

(f)

!�1/2

, (6)

where k indexes the time segments. For a set of Nt time
segments starting at times {tk}

k=Nt
k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
noise in detector i, and

h̃i(f) =
X

A

Z
d2

r̂ F
A

i
(f, r̂)h̃A(f, r̂)e�2⇡if~xi·~r/c (8)

is the total GW signal in detector i located at ~xi. Here
F

A

i
(f, r̂) is the response of detector i to a plane-wave
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traveling in direction r̂ with polarization A, and h̃A(f, r̂)
is the Fourier amplitude of that plane wave. Consequently,

hs̃
⇤
i
(f)s̃j(f

0)i = hh̃
⇤
i
(f)h̃j(f

0)i + hh̃
⇤
i
(f)ñj(f

0)i

+hñ
⇤
i
(f)h̃j(f

0)i + hñ
⇤
i
(f)ñj(f

0)i. (9)

If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
single power spectral density Sgw(f),

hh̃
⇤
i
(f)h̃j(f

0)i =
1

2
�T (f � f

0)�ij(f)Sgw(f), (10)

where �T (f � f
0) is the finite-time approximation to the

dirac delta function, and Sgw(f) is related to the dimen-
sionless energy density as follows

Sgw(f) =
3H

2
0

10⇡2

⌦gw(f)

f3
. (11)

Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find

hĈij(f ; t)i = ⌦gw(f) + 2 Re


hñ

⇤
i
(f ; t)ñj(f ; t)i

T�ij(f)S0(f)

�
, (12)

where we have assumed that the GW signal and the
intrinsic noise are uncorrelated, hh̃

⇤
i
(f)ñj(f 0)i = 0, and

that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
hñ

⇤
i
(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
⇤
i
(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians

SNR grows (slowly) over time:
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Assuming  the GWB to be isotropic, Gaussian, stationary and unpolarised:

How do we detect a GWB ?

Single power spectral density (PSD)

2

method provides a check on whether a proposed SGWB
signal is consistent with an isotropic SGWB or if it is
more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.

In this paper, we take a di↵erent tact. We model the
contribution of correlated magnetic noise from Schumann
resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
using realistic time-domain and frequency-domain syn-
thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
the Schumann resonances and their coupling to the detect-
ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
a SGWB. We present results on synthetic data in Sec-
tion V, and finish with a brief discussion and suggestions
for future work in Section VI.

II. SGWB AND SEARCH METHODS

If we assume the SGWB is isotropic, Gaussian, station-
ary, and unpolarized, then it is fully characterized by the
dimensionless energy density per logarithmic frequency
interval

⌦gw(f) =
1

⇢c

d⇢gw(f)

dln(f)
, (1)

where d⇢gw is the GW energy density in the frequency
interval ln f to ln f +d ln f , and ⇢c = 3H2

0 c
2
/(8⇡G) is the

critical energy density to close the Universe. It is common
to model the SGWB spectrum as a power law:

⌦gw(f) = ⌦↵

✓
f

fref

◆↵

, (2)

where ⌦↵ is the amplitude at a reference frequency, fref ,
and ↵ is the spectral index. We will use fref = 25 Hz.

Unresolved CBCs give a background spectrum with
↵ = 2/3; slow roll inflation models and cosmic strings
predict ↵ = 0. It is also common to consider a model

that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
cross-correlation estimator that is optimal for a Gaussian,
stationary, unpolarized and isotropic background. Our
estimator, Ĉij(f), for the SGWB measured from detectors
i and j is

Ĉij(f ; t) =
2

T

Re[s̃⇤
i
(f ; t)s̃j(f ; t)]

�ij(f)S0(f)
, (3)

where s̃i(f ; t) is the Fourier transform of the strain time
series in detector i starting at time t, �ij(f) is the
normalized overlap reduction function (ORF) [13, 23]
between detectors i and j, T is the duration over which
the Fourier transform is taken, and S0(f) is the spec-
tral shape for a SGWB that is flat in energy density,
S0(f) = 3H

2
0/(10⇡

2
f
3).

In the limit where the total GW strain amplitude in
detector i, h̃i(f), is much less than the intrinsic detector
noise, ñi(f), the variance of Ĉij(f ; t) is given by

�
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(f ; t) =
1

2�fT

Pi(f ; t)Pj(f ; t)

�ij(f)2S0(f)2
, (4)

where Pi(f ; t) is the one-sided power spectral density
(PSD) of detector i between times t and t + T , and �f is
the frequency resolution.

In general, Eq. (3) and Eq. (4) are estimated for many
short time-segments of T = 192 s and these segments are
optimally combined in a post-processing step given by

Ĉij(f) =

P
k
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where k indexes the time segments. For a set of Nt time
segments starting at times {tk}

k=Nt
k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
noise in detector i, and

h̃i(f) =
X

A

Z
d2

r̂ F
A

i
(f, r̂)h̃A(f, r̂)e�2⇡if~xi·~r/c (8)

is the total GW signal in detector i located at ~xi. Here
F

A

i
(f, r̂) is the response of detector i to a plane-wave
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method provides a check on whether a proposed SGWB
signal is consistent with an isotropic SGWB or if it is
more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.

In this paper, we take a di↵erent tact. We model the
contribution of correlated magnetic noise from Schumann
resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
using realistic time-domain and frequency-domain syn-
thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
the Schumann resonances and their coupling to the detect-
ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
a SGWB. We present results on synthetic data in Sec-
tion V, and finish with a brief discussion and suggestions
for future work in Section VI.

II. SGWB AND SEARCH METHODS

If we assume the SGWB is isotropic, Gaussian, station-
ary, and unpolarized, then it is fully characterized by the
dimensionless energy density per logarithmic frequency
interval

⌦gw(f) =
1

⇢c

d⇢gw(f)

dln(f)
, (1)

where d⇢gw is the GW energy density in the frequency
interval ln f to ln f +d ln f , and ⇢c = 3H2

0 c
2
/(8⇡G) is the

critical energy density to close the Universe. It is common
to model the SGWB spectrum as a power law:

⌦gw(f) = ⌦↵
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where ⌦↵ is the amplitude at a reference frequency, fref ,
and ↵ is the spectral index. We will use fref = 25 Hz.

Unresolved CBCs give a background spectrum with
↵ = 2/3; slow roll inflation models and cosmic strings
predict ↵ = 0. It is also common to consider a model

that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
cross-correlation estimator that is optimal for a Gaussian,
stationary, unpolarized and isotropic background. Our
estimator, Ĉij(f), for the SGWB measured from detectors
i and j is

Ĉij(f ; t) =
2

T

Re[s̃⇤
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(f ; t)s̃j(f ; t)]

�ij(f)S0(f)
, (3)

where s̃i(f ; t) is the Fourier transform of the strain time
series in detector i starting at time t, �ij(f) is the
normalized overlap reduction function (ORF) [13, 23]
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Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find
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where we have assumed that the GW signal and the
intrinsic noise are uncorrelated, hh̃
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that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
hñ
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(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
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i
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Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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hñ

⇤
i
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serving runs indicates that it is not yet an issue for current
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ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.
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power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.
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coherent across the O(1000 km) distance scales between
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in magnetometers from the Schumann resonances as Gaus-
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density that can be described by a set of Lorentzians
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(f)ñj(f

0)i. (9)

If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
single power spectral density Sgw(f),

hh̃
⇤
i
(f)h̃j(f

0)i =
1

2
�T (f � f

0)�ij(f)Sgw(f), (10)

where �T (f � f
0) is the finite-time approximation to the

dirac delta function, and Sgw(f) is related to the dimen-
sionless energy density as follows

Sgw(f) =
3H

2
0

10⇡2

⌦gw(f)

f3
. (11)
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(f)ñj(f 0)i = 0, and

that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
hñ
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⇤
i
(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
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ive, this will likely change, and the magnetic noise budget
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that is contaminated with correlated noise due to the Schu-
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onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
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Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
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(f)ñj(f

0)i

+hñ
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serving runs indicates that it is not yet an issue for current
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ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
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that is contaminated with correlated noise due to the Schu-
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onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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tectors. In III C we show how to simulate multiple data
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and then we apply that method to our specific use case.
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Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.
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the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
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Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find
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where we have assumed that the GW signal and the
intrinsic noise are uncorrelated, hh̃
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(f)ñj(f 0)i = 0, and

that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
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(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
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(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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method provides a check on whether a proposed SGWB
signal is consistent with an isotropic SGWB or if it is
more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.

In this paper, we take a di↵erent tact. We model the
contribution of correlated magnetic noise from Schumann
resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
using realistic time-domain and frequency-domain syn-
thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
the Schumann resonances and their coupling to the detect-
ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
a SGWB. We present results on synthetic data in Sec-
tion V, and finish with a brief discussion and suggestions
for future work in Section VI.

II. SGWB AND SEARCH METHODS

If we assume the SGWB is isotropic, Gaussian, station-
ary, and unpolarized, then it is fully characterized by the
dimensionless energy density per logarithmic frequency
interval

⌦gw(f) =
1

⇢c

d⇢gw(f)

dln(f)
, (1)

where d⇢gw is the GW energy density in the frequency
interval ln f to ln f +d ln f , and ⇢c = 3H2
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2
/(8⇡G) is the

critical energy density to close the Universe. It is common
to model the SGWB spectrum as a power law:

⌦gw(f) = ⌦↵
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where ⌦↵ is the amplitude at a reference frequency, fref ,
and ↵ is the spectral index. We will use fref = 25 Hz.

Unresolved CBCs give a background spectrum with
↵ = 2/3; slow roll inflation models and cosmic strings
predict ↵ = 0. It is also common to consider a model

that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
cross-correlation estimator that is optimal for a Gaussian,
stationary, unpolarized and isotropic background. Our
estimator, Ĉij(f), for the SGWB measured from detectors
i and j is

Ĉij(f ; t) =
2
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�ij(f)S0(f)
, (3)

where s̃i(f ; t) is the Fourier transform of the strain time
series in detector i starting at time t, �ij(f) is the
normalized overlap reduction function (ORF) [13, 23]
between detectors i and j, T is the duration over which
the Fourier transform is taken, and S0(f) is the spec-
tral shape for a SGWB that is flat in energy density,
S0(f) = 3H

2
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3).

In the limit where the total GW strain amplitude in
detector i, h̃i(f), is much less than the intrinsic detector
noise, ñi(f), the variance of Ĉij(f ; t) is given by
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where Pi(f ; t) is the one-sided power spectral density
(PSD) of detector i between times t and t + T , and �f is
the frequency resolution.

In general, Eq. (3) and Eq. (4) are estimated for many
short time-segments of T = 192 s and these segments are
optimally combined in a post-processing step given by
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where k indexes the time segments. For a set of Nt time
segments starting at times {tk}

k=Nt
k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
noise in detector i, and
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is the total GW signal in detector i located at ~xi. Here
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(f, r̂) is the response of detector i to a plane-wave
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method provides a check on whether a proposed SGWB
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more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.
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used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
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thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
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ors, and we present the way we model this coupling. We
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data that includes a correlated magnetic spectrum in a
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for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
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that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
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stationary, unpolarized and isotropic background. Our
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(PSD) of detector i between times t and t + T , and �f is
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k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
noise in detector i, and

h̃i(f) =
X

A

Z
d2

r̂ F
A

i
(f, r̂)h̃A(f, r̂)e�2⇡if~xi·~r/c (8)

is the total GW signal in detector i located at ~xi. Here
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traveling in direction r̂ with polarization A, and h̃A(f, r̂)
is the Fourier amplitude of that plane wave. Consequently,
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(f)ñj(f

0)i. (9)

If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
single power spectral density Sgw(f),
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where �T (f � f
0) is the finite-time approximation to the

dirac delta function, and Sgw(f) is related to the dimen-
sionless energy density as follows

Sgw(f) =
3H
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Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find

hĈij(f ; t)i = ⌦gw(f) + 2 Re
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where we have assumed that the GW signal and the
intrinsic noise are uncorrelated, hh̃

⇤
i
(f)ñj(f 0)i = 0, and

that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
hñ

⇤
i
(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
⇤
i
(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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⇤
i
(f)ñj(f
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(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
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a model for the coupling of magnetic fields into GW de-
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Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.
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(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
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Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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tectors. In III C we show how to simulate multiple data
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discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
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tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
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the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
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that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
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caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
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hñ

⇤
i
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netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
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that is contaminated with correlated noise due to the Schu-
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tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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netic field of the Earth, which were subsequently ob-
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Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
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The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
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sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians

3

traveling in direction r̂ with polarization A, and h̃A(f, r̂)
is the Fourier amplitude of that plane wave. Consequently,

hs̃
⇤
i
(f)s̃j(f

0)i = hh̃
⇤
i
(f)h̃j(f

0)i + hh̃
⇤
i
(f)ñj(f
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III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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method provides a check on whether a proposed SGWB
signal is consistent with an isotropic SGWB or if it is
more consistent with environmental disturbances. Such a
method o↵ers complementary information to approaches
that attempt to subtract or mitigate correlated noise.

In this paper, we take a di↵erent tact. We model the
contribution of correlated magnetic noise from Schumann
resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
ultaneously detect correlated magnetic noise and a SGWB
using local on-site magnetometers and current SGWB
search data products. We then demonstrate this method
using realistic time-domain and frequency-domain syn-
thetic data sets with varying levels of correlated magnetic
noise. Such a method o↵ers an alternative to Wiener filer-
ing, but could also be used on data that has already had
Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
imperfect subtraction [20].

The rest of this paper is organized as follows. In Sec-
tion II, we introduce the cross-correlation statistic used in
SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
the Schumann resonances and their coupling to the detect-
ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
a SGWB. We present results on synthetic data in Sec-
tion V, and finish with a brief discussion and suggestions
for future work in Section VI.

II. SGWB AND SEARCH METHODS

If we assume the SGWB is isotropic, Gaussian, station-
ary, and unpolarized, then it is fully characterized by the
dimensionless energy density per logarithmic frequency
interval

⌦gw(f) =
1
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dln(f)
, (1)

where d⇢gw is the GW energy density in the frequency
interval ln f to ln f +d ln f , and ⇢c = 3H2
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critical energy density to close the Universe. It is common
to model the SGWB spectrum as a power law:
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where ⌦↵ is the amplitude at a reference frequency, fref ,
and ↵ is the spectral index. We will use fref = 25 Hz.

Unresolved CBCs give a background spectrum with
↵ = 2/3; slow roll inflation models and cosmic strings
predict ↵ = 0. It is also common to consider a model

that is flat in GW power, which corresponds to ↵ = 3,
to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].

In what follows, we consider a SGWB search that uses a
cross-correlation estimator that is optimal for a Gaussian,
stationary, unpolarized and isotropic background. Our
estimator, Ĉij(f), for the SGWB measured from detectors
i and j is
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where s̃i(f ; t) is the Fourier transform of the strain time
series in detector i starting at time t, �ij(f) is the
normalized overlap reduction function (ORF) [13, 23]
between detectors i and j, T is the duration over which
the Fourier transform is taken, and S0(f) is the spec-
tral shape for a SGWB that is flat in energy density,
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In the limit where the total GW strain amplitude in
detector i, h̃i(f), is much less than the intrinsic detector
noise, ñi(f), the variance of Ĉij(f ; t) is given by
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where Pi(f ; t) is the one-sided power spectral density
(PSD) of detector i between times t and t + T , and �f is
the frequency resolution.

In general, Eq. (3) and Eq. (4) are estimated for many
short time-segments of T = 192 s and these segments are
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Ĉij(f) =

P
k
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where k indexes the time segments. For a set of Nt time
segments starting at times {tk}

k=Nt
k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
noise in detector i, and
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method o↵ers complementary information to approaches
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resonances to the frequency-domain SGWB estimator
used by most searches [22]. We propose a method to sim-
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noise. Such a method o↵ers an alternative to Wiener filer-
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Wiener filtering subtraction applied, given that Wiener
filtering in the low signal-to-noise regime can result in
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The rest of this paper is organized as follows. In Sec-
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SGWB searches, and highlight complications introduced
by correlated detector noise. In Section III, we explain
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ors, and we present the way we model this coupling. We
then present a method of simulating synthetic time series
data that includes a correlated magnetic spectrum in a
multi-detector network. In Section IV, we discuss a model
for the SGWB search statistic that includes correlated
magnetic noise, and demonstrate how we use that model
to co-detect the presence of correlated magnetic noise and
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to mimic signals like those from phase transitions and
supernovae [8]. Recent estimates suggest that the SGWB
could be detected by the Advanced LIGO and Advanced
Virgo detector network once these detectors reach design
sensitivity and integrate for O(years) [7].
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estimator, Ĉij(f), for the SGWB measured from detectors
i and j is
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normalized overlap reduction function (ORF) [13, 23]
between detectors i and j, T is the duration over which
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where k indexes the time segments. For a set of Nt time
segments starting at times {tk}
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k=1 , we have defined

Ĉij,k(f) = Ĉij(f ; tk), and likewise for its variance.
It is worth considering the expectation value of the

estimator, hĈij(f)i, in some detail (we will suppress the
time-dependence for brevity). Let us assume that s̃i(f)
can be written as

s̃i(f) = h̃i(f) + ñi(f), (7)

where ñi(f) is the Fourier transform of the instrument
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traveling in direction r̂ with polarization A, and h̃A(f, r̂)
is the Fourier amplitude of that plane wave. Consequently,
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⇤
i
(f)h̃j(f

0)i + hñ
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If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
single power spectral density Sgw(f),
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where �T (f � f
0) is the finite-time approximation to the

dirac delta function, and Sgw(f) is related to the dimen-
sionless energy density as follows

Sgw(f) =
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Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find
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where we have assumed that the GW signal and the
intrinsic noise are uncorrelated, hh̃

⇤
i
(f)ñj(f 0)i = 0, and

that the noise in each frequency bin is independent. It is
clear from (12) that in the absence of correlated noise, i.e.
hñ

⇤
i
(f)ñj(f)i = 0, hĈij(f)i is an estimator for ⌦gw(f).

However, this is not the case when hñ
⇤
i
(f)ñj(f)i 6= 0.

Schumann resonances are a potential source of correl-
ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
CORRELATED NOISE

In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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where we have assumed that the GW signal and the
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serving runs indicates that it is not yet an issue for current
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ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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netic field of the Earth, which were subsequently ob-
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each consecutive peak being weaker than the previous one.
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the amplitude of the Schumann resonances that corres-
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places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
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power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
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a smoothing filter. We can clearly see five harmonics of the
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caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
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netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.
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coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
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density that can be described by a set of Lorentzians
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ive, this will likely change, and the magnetic noise budget
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of correlated magnetic noise is of vital importance.
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that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.
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coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
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density that can be described by a set of Lorentzians
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⇤
i
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netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.

III. SIMULATING GW DATA WITH
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.

A. Schumann Resonances

In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
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(f)ñj(f

0)i. (9)

If we assume that the SGWB is isotropic, Gaussian, sta-
tionary and unpolarized, then it is well-described by a
single power spectral density Sgw(f),

hh̃
⇤
i
(f)h̃j(f

0)i =
1

2
�T (f � f

0)�ij(f)Sgw(f), (10)

where �T (f � f
0) is the finite-time approximation to the

dirac delta function, and Sgw(f) is related to the dimen-
sionless energy density as follows

Sgw(f) =
3H

2
0

10⇡2

⌦gw(f)

f3
. (11)

Note that, for the existing detectors, the overlap reduction
function, �ij(f), accounts for all the geometric factors
that come into play when cross-correlating data from
di↵erent detectors [13].

Combining Eqs. (9)–(11), substituting into Eq. (3), and
then including the time-dependence again, we find
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ated magnetic noise. An estimate of the correlated mag-
netic noise contribution in the isotropic SGWB search
using data from Advanced LIGO’s first and second ob-
serving runs indicates that it is not yet an issue for current
searches [24]. However, as detectors grow more sensit-
ive, this will likely change, and the magnetic noise budget
could dominate the signal [16]. Hence, a careful treatment
of correlated magnetic noise is of vital importance.
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In this section, we discuss how we simulate GW data
that is contaminated with correlated noise due to the Schu-
mann resonances. In IIIA we discuss the Schumann res-
onances and their general properties. In III B we present
a model for the coupling of magnetic fields into GW de-
tectors. In III C we show how to simulate multiple data
streams that have correlated Gaussian noise components,
and then we apply that method to our specific use case.
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In 1952, Schumann predicted the existence of global
extremely low frequency (ELF) peaks in the electromag-
netic field of the Earth, which were subsequently ob-
served [25, 26]. The resonances are eigenmodes of the
conducting spherical cavity formed by the surface of the
Earth and its ionosphere, and are excited by lightning
discharges [27]. The first harmonic, which corresponds
to the circumference of the Earth, is at 7.8 Hz, and the
subsequent harmonics are at 14 Hz, 20.8 Hz and 27.3 Hz.
The first mode has the strongest resonance peak, with
each consecutive peak being weaker than the previous one.
In Figure 1, we show the power spectral density seen in
low-noise magnetometers on-site at the Advanced Virgo
detector. We can clearly see the first five harmonics of
the Schumann resonances. There is a diurnal variation in
the amplitude of the Schumann resonances that corres-
ponds to electrical storms that start at similar times and
places each day [28, 29]. The amplitude of the resonance
peaks can vary by as much as a factor of two between the
loudest and quietest times of the day, depending on the
time of year and the location [27, 29, 30]. What is shown
in Figure 1 represents a trough in the height of the peaks
over the course of the day at Virgo. Despite this diurnal
variation, we will model the spectrum as stationary in
this paper for simplicity.

Figure 1. Power spectral density of magnetometer data near
the Advanced Virgo detector. The blue is the inverse-averaged
power spectral density for many 32 s chunks of data for the
period from 00:00–02:00 UTC on July 9th, 2019. We use
inverse averaging to account for possible magnetic transients
that occur during this time. We produce the orange curve
by removing the large, narrow spectral features and applying
a smoothing filter. We can clearly see five harmonics of the
Schumann resonances. The large, narrow spectral features are
caused by local magnetic noise on site at Virgo.

The Schumann resonances, being global excitations, are
coherent across the O(1000 km) distance scales between
GW detectors [19, 20]. We model the time-series induced
in magnetometers from the Schumann resonances as Gaus-
sian, stationary, and unpolarized, with a power-spectral
density that can be described by a set of Lorentzians
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A. Correlated noise model

We can rewrite Eq. (11) to include separate correlated
magnetic and uncorrelated noise terms

s̃i(f) = h̃i(f) + ñ
u
i
(f) + Ti(f)m̃i(f), (20)

where ñ
u
i
(f) is the uncorrelated noise in detector i, and

Ti(f)m̃i(f) represents the correlated magnetic noise. Sub-
stituting Eq. (20) and Eq. (15) into Eq. (3) we find

hĈij(f)i = ⌦gw(f) + ⌦M,ij(f), (21)

where ⌦M,ij(f) represents the magnetic contribution,
which we derive next.

We construct the magnetic model, ⌦M,ij(f), by first
treating local magnetometer data the same way we analyze
GW strain data. We break the magnetometer data into
T = 192 s data chunks, and we calculate the cross-power
term in the same way as Eq. (3), replacing the strain
data with local magnetometer data. That is, for the data
between tk and tk + T we calculate

M̂ij,k(f) =
2

T

Re [m̃⇤
i
(f ; tk)m̃j(f ; tk)]

�ij(f)S0(f)
. (22)

We post-process the magnetometer data with the same

weights used for post-processing the GW data, viz.

M̂ij(f) =

P
k
M̂ij,k(f)��2

ij,k
(f)

P
k
�
�2
ij,k

(f)
. (23)

The weights, �ij,k(f), are the same as those expressed in
Eq. (4). They are calculated using GW strain data and
not magnetometer data. This way we treat the magne-
tometer data the same way the magnetic contribution to
the final Ĉij(f) statistic is treated. We then use this final
measurement to construct the magnetic contribution to
the model, which is given by

⌦M,ij(f) = ij

✓
f

10 Hz

◆��i��j

M̂ij(f) ⇥ 10�22
.(24)

The factor of 10�22 assumes that the units of m̃i(f) are
T Hz�1.

B. Parameter Estimation and Model Selection

We use a parameter estimation and model selection
scheme similar to those set out in [10, 11, 35]. We choose
a Gaussian likelihood for Ĉij(f) given by

ln p(Ĉij(f)|✓gw,✓M) = �
1

2
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, (25)

where ✓gw and ✓M represent parameters for the GW and
magnetic models respectively. In the case where we have
cross-correlation statistics for multiple baselines, we con-
sider the total likelihood to be the product of the indi-
vidual likelihoods for each pair of detectors. The resulting
multi-baseline likelihood is given by

p({Ĉij(f)}ij2pairs|✓gw,✓M) =
Y

ij2pairs

p(Ĉij(f)|✓gw,✓M).

(26)

It is straightforward to use Eq. (26) to estimate the
posterior distribution of the parameters, ✓gw and ✓M,
either by brute-force calculation or by Markov chain Monte
Carlo (MCMC) methods [36, 37].

We will also compare di↵erent models for the data using
Bayesian model selection. The four models we consider
are:

1. NOISE: ⌦M(f) = ⌦gw(f) = 0,

2. GW: ⌦M(f) = 0, ⌦gw(f) 6= 0,

3. SCHU: ⌦M(f) 6= 0, ⌦gw(f) = 0,

4. GW+SCHU: ⌦M(f) 6= 0, ⌦gw(f) 6= 0.

The form of the SGWB model, ⌦gw(f), is the power law
in Eq. (2), with ✓gw = ⌦2/3 and ↵ = 2/3 fixed. The form
of ⌦M(f) is given by Eq. (24) with ✓M = (i, j , �i, �j)
when two detectors are involved. Another set of coupling
parameters are included when a third detector is used.

We compare these models using Bayes factors [38]. For
example, comparing the GW model to the NOISE model
we have

B
GW
NOISE =

R
d✓gwp(Ĉij(f)|✓gw)p(✓gw)

N
(27)

where N is given by evaluating Eq. (25) for ⌦M(f) =
⌦gw(f) = 0, and p(✓gw) is the prior on the GW model
parameters. When B

GW
NOISE > 1 there is support for the

GW model compared to the NOISE model. A further
discussion of interpretation of Bayes factors can be found
in, e.g. chapter 3 of [14]. In this paper, we will consider
“strong” support for one model over another when ln B > 8.
The numerator of Eq. (27) is referred to as the evidence
of the GW model and is denoted ZGW. The prior distri-
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A search for the isotropic stochastic background using data from Advanced LIGO’s

second observing run

The LIGO Scientific Collaboration and The Virgo Collaboration

The stochastic gravitational-wave background is a superposition of sources that are either too
weak or too numerous to detect individually. In this study we present the results from a cross-
correlation analysis on data from Advanced LIGO’s second observing run (O2), which we combine
with the results of the first observing run (O1). We do not find evidence for a stochastic background,
so we place upper limits on the normalized energy density in gravitational waves at the 95% credible
level of ⌦GW < 6.0 ⇥ 10�8 for a frequency-independent (flat) background and ⌦GW < 4.8 ⇥ 10�8

at 25 Hz for a background of compact binary coalescences. The upper limit improves over the O1
result by a factor of 2.8. Additionally, we place upper limits on the energy density in an isotropic
background of scalar- and vector-polarized gravitational waves, and we discuss the implication of
these results for models of compact binaries and cosmic string backgrounds. Finally, we present a
conservative estimate of the correlated broadband noise due to the magnetic Schumann resonances
in O2, based on magnetometer measurements at both the LIGO Hanford and LIGO Livingston
observatories. We find that correlated noise is well below the O2 sensitivity.

Introduction— A superposition of gravitational waves
from many astrophysical and cosmological sources cre-
ates a stochastic gravitational-wave background. Sources
which may contribute to the stochastic background in-
clude compact binary coalescences [1–8], core collapse
supernovae [9–14], neutron stars [15–24], stellar core col-
lapse [25, 26], cosmic strings [27–31], primordial black
holes [32, 33], superradiance of axion clouds around black
holes [34–36], and gravitational waves produced during
inflation [37–45]. A particularly promising source is the
stochastic background from compact binary coalescences,
especially in light of the detections of one binary neutron
star and ten binary black hole mergers [46–53] by the
Advanced LIGO Detector, installed in the Laser Interfer-
ometer Gravitational-wave Observatory (LIGO) [54], and
by Advanced Virgo [55] so far. Measurements of the rate
of binary black hole and binary neutron star mergers im-
ply that the stochastic background may be large enough
to detect with the Advanced LIGO-Virgo detector net-
work [56, 57]. The stochastic background is expected to
be dominated by compact binaries at redshifts inaccessi-
ble to direct searches for gravitational-wave events [58].
Additionally, a detection of the stochastic background
would enable a model-independent test of general relativ-
ity by discerning the polarization of gravitational waves
[59, 60]. Because general relativity predicts only two ten-
sor polarizations for gravitational waves, any detection of
alternative polarizations would imply a modification to
our current understanding of gravity [61–63]. For recent
reviews on relevant data analysis methods, see [64, 65].

In this manuscript, we present a search for an isotropic
stochastic background using data from Advanced LIGO’s
second observing run (O2). As in previous LIGO and
Virgo analyses, this search is based on cross-correlating
the strain data between pairs of gravitational-wave de-
tectors [66, 67]. We first review the stochastic search
methodology, then describe the data and data quality
cuts. As we do not find evidence for the stochastic back-

ground, we place upper limits on the possible amplitude
of an isotropic stochastic background, as well as limits
on the presence of alternative gravitational-wave polar-
izations. We then give updated forecasts of the sensi-
tivities of future stochastic searches and discuss the im-
plications of our current results for the detection of the
stochastic background from compact binaries and cosmic
strings. Finally, we present estimates of the correlated
noise in the LIGO detectors due to magnetic Schumann
resonances [68], and discuss mitigation strategies that are
being pursued for future observing runs.
Method— The isotropic stochastic background can be

described in terms of the energy density per logarithmic
frequency interval

⌦GW(f) =
f

⇢c

d⇢GW

df
, (1)

where d⇢GW is the energy density in gravitational waves
in the frequency interval from f to f + df , and ⇢c =
3H

2
0 c

2
/(8⇡G) is the critical energy density required for a

spatially flat universe. Throughout this work we will use
the value of the Hubble constant measured by the Planck
satellite, H0 = 67.9 kms�1Mpc�1 [69].

We use the optimal search for a stationary, Gaussian,
unpolarized, and isotropic stochastic background, which
is the cross-correlation search [64, 65, 70, 71] (however,
see [72]). For two detectors, we define a cross-correlation
statistic Ĉ(f) in every frequency bin

Ĉ(f) =
2

T

Re[s̃?
1(f)s̃2(f)]

�T (f)S0(f)
, (2)

where s̃i(f) is the Fourier transform of the strain time
series in detector i = {1, 2}, T is the segment duration
used to compute the Fourier transform, and S0(f) is the
spectral shape for an ⌦GW = const background given by

S0(f) =
3H

2
0

10⇡2f3
. (3)
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Upper Limits on the Isotropic Gravitational-Wave Background from Advanced

LIGO’s and Advanced Virgo’s Third Observing Run

The LIGO Scientific Collaboration, The Virgo Collaboration, and The KAGRA Collaboration⇤

(Dated: January 29, 2021)

We report results of a search for an isotropic gravitational-wave background (GWB) using data
from Advanced LIGO’s and Advanced Virgo’s third observing run (O3) combined with upper limits
from the earlier O1 and O2 runs. Unlike in previous observing runs in the advanced detector
era, we include Virgo in the search for the GWB. The results of the search are consistent with
uncorrelated noise, and therefore we place upper limits on the strength of the GWB. We find that
the dimensionless energy density ⌦GW  5.8 ⇥ 10�9 at the 95% credible level for a flat (frequency-
independent) GWB, using a prior which is uniform in the log of the strength of the GWB, with 99%
of the sensitivity coming from the band 20-76.6 Hz; ⌦GW(f)  3.4 ⇥ 10�9 at 25 Hz for a power-law
GWB with a spectral index of 2/3 (consistent with expectations for compact binary coalescences),
in the band 20-90.6 Hz; and ⌦GW(f)  3.9 ⇥ 10�10 at 25 Hz for a spectral index of 3, in the band
20-291.6 Hz. These upper limits improve over our previous results by a factor of 6.0 for a flat GWB,
8.8 for a spectral index of 2/3, and 13.1 for a spectral index of 3. We also search for a GWB arising
from scalar and vector modes, which are predicted by alternative theories of gravity; we do not
find evidence of these, and place upper limits on the strength of GWBs with these polarizations.
We demonstrate that there is no evidence of correlated noise of magnetic origin by performing a
Bayesian analysis that allows for the presence of both a GWB and an e↵ective magnetic background
arising from geophysical Schumann resonances. We compare our upper limits to a fiducial model
for the GWB from the merger of compact binaries, updating the model to use the most recent data-
driven population inference from the systems detected during O3a. Finally, we combine our results
with observations of individual mergers and show that, at design sensitivity, this joint approach may
yield stronger constraints on the merger rate of binary black holes at z & 2 than can be achieved
with individually resolved mergers alone.

I. INTRODUCTION

The gravitational-wave background (hereafter referred
to as the GWB or the background) is a superposition of
gravitational-wave (GW) sources that is best character-
ized statistically [1]. There are many possible astrophys-
ical and cosmological contributions to the background,
including distant compact binary coalescences (CBCs)
that cannot be resolved individually [2–6], core collapse
supernovae [7–11], rotating neutron stars [12–19], stellar
core collapses [20, 21], cosmic strings [22–26], primordial
black holes [27–29], superradiance of axion clouds around
black holes [30–33], phase transitions in the early uni-
verse [34–37], and GWs produced during inflation [38–40]
or in a preheating phase at the end of inflation [41, 42].
While some sources of the GWB, such as slow roll infla-
tion, have a fundamentally stochastic character, others
like the background from CBCs are a superposition of
deterministic sources.

The LIGO Scientific Collaboration and Virgo Collab-
oration have previously placed upper limits on isotropic
[43] and anisotropic [44] GWBs using data from the first
two observing runs, in the frequency range 20-1726 Hz.
The searches were performed by calculating the cross cor-
relation between pairs of detectors. An extension of this
method has been applied to searching for a background
of non-tensor modes [43, 45, 46]; see [47, 48] for recent

⇤ Full author list given at the end of the article.

reviews. Cross-correlation methods have also been ap-
plied to publicly released LIGO data [49] by other groups,
who have obtained similar upper limits [50–52]. A new
method that does not rely on the cross-correlation tech-
nique and targets the background from CBCs was pro-
posed in [53].

In this work we apply the cross-correlation based
method used in previous analyses to Advanced LIGO’s
[54] and Advanced Virgo’s [55] first three observing runs
(O1, O2, and O3). We do not find evidence for the GWB,
and therefore place an upper limit on the strength. Un-
like in previous observing runs, in this work we present
the headline results using a log uniform prior [56]. We
find two advantages to using a log uniform prior. First, a
log uniform prior gives equal weight to di↵erent orders of
magnitude of the strength of the GWBs, which is appro-
priate given our current state of knowledge. Second, a log
uniform prior is agnostic as to which power we raise the
strain data. It is not clear whether one should put a uni-
form prior on the strain amplitude, or the strength of the
GWB, which scales like the square of the strain. On the
other hand, the log uniform prior does not depend on the
exponent of the strain data. For completeness, we also
present results with a uniform prior on the strength of the
GWB in Section IV. Results with any other prior can be
obtained by reweighing the posterior samples available at
[57].

There are several new features in our analysis of the
O3 data. First, we incorporate Virgo, by cross correlating
the three independent baselines in the LIGO-Virgo net-
work and combining them in an optimal way [58]. Sec-
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A search for the isotropic stochastic background using data from Advanced LIGO’s

second observing run

The LIGO Scientific Collaboration and The Virgo Collaboration

The stochastic gravitational-wave background is a superposition of sources that are either too
weak or too numerous to detect individually. In this study we present the results from a cross-
correlation analysis on data from Advanced LIGO’s second observing run (O2), which we combine
with the results of the first observing run (O1). We do not find evidence for a stochastic background,
so we place upper limits on the normalized energy density in gravitational waves at the 95% credible
level of ⌦GW < 6.0 ⇥ 10�8 for a frequency-independent (flat) background and ⌦GW < 4.8 ⇥ 10�8

at 25 Hz for a background of compact binary coalescences. The upper limit improves over the O1
result by a factor of 2.8. Additionally, we place upper limits on the energy density in an isotropic
background of scalar- and vector-polarized gravitational waves, and we discuss the implication of
these results for models of compact binaries and cosmic string backgrounds. Finally, we present a
conservative estimate of the correlated broadband noise due to the magnetic Schumann resonances
in O2, based on magnetometer measurements at both the LIGO Hanford and LIGO Livingston
observatories. We find that correlated noise is well below the O2 sensitivity.

Introduction— A superposition of gravitational waves
from many astrophysical and cosmological sources cre-
ates a stochastic gravitational-wave background. Sources
which may contribute to the stochastic background in-
clude compact binary coalescences [1–8], core collapse
supernovae [9–14], neutron stars [15–24], stellar core col-
lapse [25, 26], cosmic strings [27–31], primordial black
holes [32, 33], superradiance of axion clouds around black
holes [34–36], and gravitational waves produced during
inflation [37–45]. A particularly promising source is the
stochastic background from compact binary coalescences,
especially in light of the detections of one binary neutron
star and ten binary black hole mergers [46–53] by the
Advanced LIGO Detector, installed in the Laser Interfer-
ometer Gravitational-wave Observatory (LIGO) [54], and
by Advanced Virgo [55] so far. Measurements of the rate
of binary black hole and binary neutron star mergers im-
ply that the stochastic background may be large enough
to detect with the Advanced LIGO-Virgo detector net-
work [56, 57]. The stochastic background is expected to
be dominated by compact binaries at redshifts inaccessi-
ble to direct searches for gravitational-wave events [58].
Additionally, a detection of the stochastic background
would enable a model-independent test of general relativ-
ity by discerning the polarization of gravitational waves
[59, 60]. Because general relativity predicts only two ten-
sor polarizations for gravitational waves, any detection of
alternative polarizations would imply a modification to
our current understanding of gravity [61–63]. For recent
reviews on relevant data analysis methods, see [64, 65].

In this manuscript, we present a search for an isotropic
stochastic background using data from Advanced LIGO’s
second observing run (O2). As in previous LIGO and
Virgo analyses, this search is based on cross-correlating
the strain data between pairs of gravitational-wave de-
tectors [66, 67]. We first review the stochastic search
methodology, then describe the data and data quality
cuts. As we do not find evidence for the stochastic back-

ground, we place upper limits on the possible amplitude
of an isotropic stochastic background, as well as limits
on the presence of alternative gravitational-wave polar-
izations. We then give updated forecasts of the sensi-
tivities of future stochastic searches and discuss the im-
plications of our current results for the detection of the
stochastic background from compact binaries and cosmic
strings. Finally, we present estimates of the correlated
noise in the LIGO detectors due to magnetic Schumann
resonances [68], and discuss mitigation strategies that are
being pursued for future observing runs.
Method— The isotropic stochastic background can be

described in terms of the energy density per logarithmic
frequency interval

⌦GW(f) =
f

⇢c

d⇢GW

df
, (1)

where d⇢GW is the energy density in gravitational waves
in the frequency interval from f to f + df , and ⇢c =
3H

2
0 c

2
/(8⇡G) is the critical energy density required for a

spatially flat universe. Throughout this work we will use
the value of the Hubble constant measured by the Planck
satellite, H0 = 67.9 kms�1Mpc�1 [69].

We use the optimal search for a stationary, Gaussian,
unpolarized, and isotropic stochastic background, which
is the cross-correlation search [64, 65, 70, 71] (however,
see [72]). For two detectors, we define a cross-correlation
statistic Ĉ(f) in every frequency bin

Ĉ(f) =
2

T

Re[s̃?
1(f)s̃2(f)]

�T (f)S0(f)
, (2)

where s̃i(f) is the Fourier transform of the strain time
series in detector i = {1, 2}, T is the segment duration
used to compute the Fourier transform, and S0(f) is the
spectral shape for an ⌦GW = const background given by

S0(f) =
3H

2
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We report results of a search for an isotropic gravitational-wave background (GWB) using data
from Advanced LIGO’s and Advanced Virgo’s third observing run (O3) combined with upper limits
from the earlier O1 and O2 runs. Unlike in previous observing runs in the advanced detector
era, we include Virgo in the search for the GWB. The results of the search are consistent with
uncorrelated noise, and therefore we place upper limits on the strength of the GWB. We find that
the dimensionless energy density ⌦GW  5.8 ⇥ 10�9 at the 95% credible level for a flat (frequency-
independent) GWB, using a prior which is uniform in the log of the strength of the GWB, with 99%
of the sensitivity coming from the band 20-76.6 Hz; ⌦GW(f)  3.4 ⇥ 10�9 at 25 Hz for a power-law
GWB with a spectral index of 2/3 (consistent with expectations for compact binary coalescences),
in the band 20-90.6 Hz; and ⌦GW(f)  3.9 ⇥ 10�10 at 25 Hz for a spectral index of 3, in the band
20-291.6 Hz. These upper limits improve over our previous results by a factor of 6.0 for a flat GWB,
8.8 for a spectral index of 2/3, and 13.1 for a spectral index of 3. We also search for a GWB arising
from scalar and vector modes, which are predicted by alternative theories of gravity; we do not
find evidence of these, and place upper limits on the strength of GWBs with these polarizations.
We demonstrate that there is no evidence of correlated noise of magnetic origin by performing a
Bayesian analysis that allows for the presence of both a GWB and an e↵ective magnetic background
arising from geophysical Schumann resonances. We compare our upper limits to a fiducial model
for the GWB from the merger of compact binaries, updating the model to use the most recent data-
driven population inference from the systems detected during O3a. Finally, we combine our results
with observations of individual mergers and show that, at design sensitivity, this joint approach may
yield stronger constraints on the merger rate of binary black holes at z & 2 than can be achieved
with individually resolved mergers alone.

I. INTRODUCTION

The gravitational-wave background (hereafter referred
to as the GWB or the background) is a superposition of
gravitational-wave (GW) sources that is best character-
ized statistically [1]. There are many possible astrophys-
ical and cosmological contributions to the background,
including distant compact binary coalescences (CBCs)
that cannot be resolved individually [2–6], core collapse
supernovae [7–11], rotating neutron stars [12–19], stellar
core collapses [20, 21], cosmic strings [22–26], primordial
black holes [27–29], superradiance of axion clouds around
black holes [30–33], phase transitions in the early uni-
verse [34–37], and GWs produced during inflation [38–40]
or in a preheating phase at the end of inflation [41, 42].
While some sources of the GWB, such as slow roll infla-
tion, have a fundamentally stochastic character, others
like the background from CBCs are a superposition of
deterministic sources.

The LIGO Scientific Collaboration and Virgo Collab-
oration have previously placed upper limits on isotropic
[43] and anisotropic [44] GWBs using data from the first
two observing runs, in the frequency range 20-1726 Hz.
The searches were performed by calculating the cross cor-
relation between pairs of detectors. An extension of this
method has been applied to searching for a background
of non-tensor modes [43, 45, 46]; see [47, 48] for recent

⇤ Full author list given at the end of the article.

reviews. Cross-correlation methods have also been ap-
plied to publicly released LIGO data [49] by other groups,
who have obtained similar upper limits [50–52]. A new
method that does not rely on the cross-correlation tech-
nique and targets the background from CBCs was pro-
posed in [53].

In this work we apply the cross-correlation based
method used in previous analyses to Advanced LIGO’s
[54] and Advanced Virgo’s [55] first three observing runs
(O1, O2, and O3). We do not find evidence for the GWB,
and therefore place an upper limit on the strength. Un-
like in previous observing runs, in this work we present
the headline results using a log uniform prior [56]. We
find two advantages to using a log uniform prior. First, a
log uniform prior gives equal weight to di↵erent orders of
magnitude of the strength of the GWBs, which is appro-
priate given our current state of knowledge. Second, a log
uniform prior is agnostic as to which power we raise the
strain data. It is not clear whether one should put a uni-
form prior on the strain amplitude, or the strength of the
GWB, which scales like the square of the strain. On the
other hand, the log uniform prior does not depend on the
exponent of the strain data. For completeness, we also
present results with a uniform prior on the strength of the
GWB in Section IV. Results with any other prior can be
obtained by reweighing the posterior samples available at
[57].

There are several new features in our analysis of the
O3 data. First, we incorporate Virgo, by cross correlating
the three independent baselines in the LIGO-Virgo net-
work and combining them in an optimal way [58]. Sec-
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Most important quantities describing each BBH are the masses and spins of each component BH

The total energy density varies over nearly two orders of magnitude

a new probe of population of compact objects

Jenkins, O’Shaughnessy, Sakellariadou, Wysocki,  PRL 122, 111101 (2019)
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- Star formation rate 
- Time delays between star formation and CBC merger

Mairi Sakellariadou



Possible complications:

- if there is population III that dominates in the residual of 3G detectors: not a 2/3 power spectrum (broken power-law)

- GWB  from CBC is expected to be non-Gaussian in the frequency band of terrestrial detectors

o ratio of average time between events to average duration of an event is small (i.e., many events are on at once) 
continuous signal: Gaussian probability distribution

o ratio of average time between events to average duration of an event is small is large
discontinuous or intermittent signal (popcorn): non-Gaussian probability distribution

- GW background will present anisotropies

Implications for compact binaries

Mairi Sakellariadou

Thrane, PRD 87 (2013) 043009

LVK Collaboration,  PRD 104 (2021), 2, 022005

Martinovic, Perigois, Regimbau, Sakellariadou, ApJ 940 (2022) 1, 29
Kouvatsos, Sakellariadou, PRD (2024) (to appear) 
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GWB : info about beyond the SM

Mairi Sakellariadou
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GWB from first order phase transition (FOPT): info Beyond the Standard Model 

True vacuum False vacuum

Bubble nucleation

V(φ)

φ

Many compelling extensions of the Standard Model predict strong FOPTs (e.g., GUTs, SUSY, extra dimensions, 
composite Higgs models, models with extended Higgs sector) 

- Βubbles nucleate and grow
- Bubbles expand in the plasma --> reaction front form
- Bubbles + fronts collide
- Sound waves in the plasma
- Endgame: turbulence
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GWB from first order phase transition (FOPT): info Beyond the Standard Model 

Sources of GWs:
- Sound waves (coupling between scalar field and thermal bath)
- Bubble collisions
- Magnetohydrodynamic turbulence

GWB: broken power law with peak frequency mainly determined by temperature of  FOPT

If                                                      (not accessible by LHC) : GWB is within aLIGO/aVIRGO

LIGO-Virgo-KAGRA Collaboration Meeting (15-19 March 2021)

Implications for first-order cosmological phase transitions from the third LIGO-Virgo observing run 
(LIGO-G2100390-v1) 

Alba Romero-Rodríguez1

1 Institut de Fıśica d’Altes Energies (IFAE), Barcelona Institute of Science and 
Technology, E-08193 Barcelona, Spain

Poster based on the work done in A. Romero, K. Martinovic, T. A. Callister, H. 
Guo, M. Martínez, M. Sakellariadou, F. Yang, Y. Zhao (arXiv:2102.01714 [hep-ph])

Motivation for the analysis

Models Beyond the Standard Model 
predict First Order Phase Transitions 
(FOPTs) in the early universe.
The energies involved are much 
larger than the energy scale of the 
Big Bang Nucleosynthesis and the 
CMB (unreachable at LHC) → 
stochastic gravitational waves can be 
an alternative probe. For example, 
their detection could explain: 

● Peccei-Quinn symmetry breaking
● High-scale Supersymmetry 

breaking
● Neutrino masses
● Origin of dark matter
● Inflationary  models  ending  in  a  

FOPT (sourced by bubble 
collisions)

Introduction to cosmological FOPTs

The Universe goes from a false vacuum (FV) to a true vacuum (TV). This happens via quantum 
or thermal nucleation of bubbles of the broken phase, separated from the surrounding unbroken 
phase by a wall.

This process generates shear stresses which source GWs. We can distinguish three sources: 
sound waves (SW), bubble collisions (BC) and magnetohydrodynamic turbulences  (the latter 
are negligible). Two separate approaches are considered in the analysis:
● A model-independent broken power law (BPL) describing main features of the anticipated 

power spectrum.
● A phenomenological model of bubble collision and sound waves as a function of physical 

parameters like temperature, wall velocity, or strength and duration of the FOPT.

Bubble collisions (BC)

Bayesian search and model selection [2]

Log-likelihood:
Cross-correlation estimator of the SGWB calculated 
using data from detectors I and J, and its variance [3]

Model with which we try to fit the data, which depends on 
the frequency and the model parameters θgw . 

𝝮gw(f,θgw)=𝝮cbc(f)+𝝮FOPT (f), where 𝝮cbc(f)=𝝮ref(f/25 Hz)⅔  and 𝝮FOPT (f) is the 
contribution from FOPTs, modelled by a BPL or by a phenomenological model [1]

𝝮gw(f,θgw)

[1] A. Romero, K. Martinovic, T. A. Callister, H. Guo, M. Martínez, 
M. Sakellariadou, F. Yang, Y. Zhao (arXiv:2102.01714 [hep-ph])
[2] V. Mandic, E. Thrane, S. Giampanis, and T. Regimbau, Phys. 
Rev. Lett.109, 171102 (2012), URL
[3] B. P. Abbott et al. (LIGO Scientific, Virgo), (arXiv:2101.12130 
[gr-qc])
[4] B. P. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev.Lett. 120, 
091101 (2018), 1710.05837.

n1=3 by causality and n2=-4 for SW and -1 for BC

This narrow prior stems from estimates 
of the CBC background [4] 

First analysis approach: BPL

Data do not show evidence 
for any signal from FOPTs, 
as the Bayes factor (see 
definition in the blue box to 
the right) between signal 
and noise shows:

We do not have enough sensitivity to 
set upper limits  on f* or n2

Sound waves (SW)

Priors used in the analysis
Strength of the FOPT

Inverse duration of the FOPT

Temperature of the FOPT

Bubble wall velocity

Efficiencies of 
each source of 
GWs

Conclusions

The O1-O3 LIGO/Virgo data show no signal for stochastic GWs. Using a Bayesian approach, we set 95% CL upper 
limits on some of the parameters of different models describing cosmological FOPTs in the early Universe, leading 
to stochastic GW signals. We assumed astrophysical background contributions from CBC sources in addition to 
signals from  FOPTs. For the latter, we have chosen a model independent approach and then a phenomenological 
model with physics-driven parameters.  95% CL  upper limits on the normalised energy density from the CBC 
background of the order of 6x10-9 are placed. The LIGO-Virgo GW data has proved useful to place constraints on 
strong FOPTs at large temperatures.

Second analysis approach: phenomenological model

We can exclude these 
regions, that 
correspond to small β 
and large T

Data do not show evidence for any signal 
from FOPTs, as the Bayes factor between 
signal and noise shows:

We use the Bayes factors to show 
preference of one model over another: 

where N  is given by evaluating the log likelihood with 
𝝮gw=0 , and p(θgw)  is the prior on the GW model 
parameters.
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Data do not show evidence for any signal 
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α : strength of FOPT
β : inverse duration of FOPT
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GWB from first order phase transition (FOPT): info Beyond the Standard Model 

Sources of GWs:
- Sound waves (coupling between scalar field and thermal bath)
- Bubble collisions
- Magnetohydrodynamic turbulence

GWB: broken power law with peak frequency mainly determined by temperature of  FOPT

If                                                      (not accessible by LHC) : GWB is within aLIGO/aVIRGO

bubble collisions

For FOPT above 

v

O1+O2+O3: 

sound waves

Romero, Sakellariadou, et al, PRL 126 (2021) 15, 151301
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GWB from first order phase transition (FOPT): info Beyond the Standard Model 

Sources of GWs:
- Sound waves (coupling between scalar field and thermal bath)
- Bubble collisions
- Magnetohydrodynamic turbulence

GWB: broken power law with peak frequency mainly determined by temperature of  FOPT

If                                                      (not accessible by LHC) : GWB is within aLIGO/aVIRGO

bubble collisions

Romero, Sakellariadou, et al, PRL 126 (2021) 15, 151301

v

O1+O2+O3: 

sound waves

Constraint parameters of particle physics models using GW data:

minimal U(1)   extension of the SM gauge group
B-L

radiatively broken U(1) Peccei-Quinn symmetry

Badger, Sakellariadou, et al, PRD 107 (2022) 023511 

For FOPT above 

Supercooled FOPT
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1dim topological defects formed in the early universe as a result of a PT followed 
by SSB, characterised by a vacuum manifold with non-contractible closed curves

Generically formed in the context of GUTs
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hĈ(⌫)i = ⌦GW(⌫) (3)
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1dim topological defects formed in the early universe as a result of a PT followed 
by SSB, characterised by a vacuum manifold with non-contractible closed curves

Generically formed in the context of GUTs
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Oscillating loops of cosmic strings generate a GWB that is strongly non-Gaussian, and 
includes occasional sharp bursts due to cusps and kinks

GWB from cosmic strings: info beyond Standard Model
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Damour, Vilenkin (2001)

At  frequency of ground-based detectors, the GWB signal is produced by loops formed during RDE
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that cos�1 (ês · êk) = |✓s � p/2|, which gives

Z

S2

d2
�s ⇥

⇣
✓b �

���✓s �
p
2

���
⌘

= 2p
Z p

2+✓b

p
2�✓b

d✓s sin ✓s

= 4p✓b + O
�
✓
3
b

�
.
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subleading terms in the above expressions.
In addition to cusps and kinks, collisions between prop-

agating kinks might also be an important source of GW
bursts [27, 28]. The radiation from these collisions is
isotropic rather than beamed, and has a waveform
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(1 + êo · vo)

◆

⇥


N

2
k + 4ANk

✓
1 �

1

3
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The dipole factor is straightforward to evaluate from
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B. SGWB decomposition
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where x ⌘ 1 + êo · vo as before. We therefore see that the
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with the source anisotropies given by
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The dipole factor is straightforward to evaluate from

Eqs. (33) and (75), noting that @
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that cos�1 (ês · êk) = |✓s � p/2|, which gives

Z

S2

d2
�s ⇥

⇣
✓b �

���✓s �
p
2

���
⌘

= 2p
Z p

2+✓b

p
2�✓b

d✓s sin ✓s

= 4p✓b + O
�
✓
3
b

�
.

In both cases the observable signal is dominated by high
frequencies ⌫s � 1/l. This gives ✓

3
b ⌧ 1, so we neglect

subleading terms in the above expressions.
In addition to cusps and kinks, collisions between prop-

agating kinks might also be an important source of GW
bursts [27, 28]. The radiation from these collisions is
isotropic rather than beamed, and has a waveform

kk(⌫s) ⇡
Gµ

p2⌫s
⇥

✓
⌫s �

2

l

◆
. (68)

Kinks are created in pairs propagating in opposite direc-
tions along the loop, so the number of kink collisions per
loop oscillation is

Nkk =
N

2
k

4
. (69)

We therefore have
Z

S2

d2
�s 

2
c ⇡ A

2(⌫sl)
2/3 (Gµ)2

p3⌫2s

⇥

✓
⌫s �

2

l

◆
,

Z

S2

d2
�s 

2
k ⇡ 4A(⌫sl)

1/3 (Gµ)2

p3⌫2s

⇥

✓
⌫s �

2

l

◆
,

Z

S2

d2
�s 

2
kk ⇡ 4

(Gµ)2

p3⌫2s

⇥

✓
⌫s �

2

l

◆
,

(70)

with A a numerical constant, defined as

A ⌘
213/3p2

35/6� 2
�
1
3

� ⇡ 11.0978 (71)

Using the above we can deduce the observable fraction of
bursts of each type, fo,i. Let us write

fo,i = fb,i⇥

✓
⌫s �

2

l

◆
, (72)

where fb,i is the fraction of bursts that are beamed along
the observer’s past lightcone,

fb,c ⇡
✓
2
b

4
⇡

⇣
2
p

3⌫sl
⌘�2/3

,

fb,k ⇡ ✓b ⇡

 p
3⌫sl

4

!�1/3

,

fb,kk = 1.

(73)

B. SGWB decomposition

Summing the contributions from cusps, kinks, and kink-
kink collisions and using Eq. (28) to convert between ⌫s

and ⌫o, we obtain

⌦gw =
2(Gµ)2

3p2H2
o⌫o

Z t⇤

0

dt

t4
a
5

Z �⇤

0

d�

�
F̄(1 + �F + 5êo · vo)
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spectively, a cross-correlation estimator for the IJ de-
tecor pair and its variance at frequency fa as detailed
in [50]. Following the same approach as in the O1
stochastic analysis we have used the frequency bins rang-
ing from 20 to 86 Hz. The gravitational-wave energy den-

sity, ⌦(M)
GW(fa;Gµ,Nk), is predicted by the cosmic string

model M = {A,B,C} and computed with Eq. 10 at fre-
quency fa.

For our Bayesian analysis, we specify priors for the
parameters in the cosmic string model, i.e., p(Gµ|IGµ)
and p(Nk|INk). The variables IGµ and INk denote the
information on the distributions of Gµ and Nk, which
are determined by theory predictions. For p(Gµ|IGµ),
we choose a log-uniform prior for 10�18  Gµ  10�6.
Here the upper bound is set by the cosmic microwave
background measurements [51–54]. The lower bound is
arbitrary, chosen for consistency with the study in [55];
we note, however, that our results remain almost un-
changed if we choose a smaller value for the lower bound
on Gµ. For p(Nk|INk), we aim at constraining Gµ for
each choice of Nk. Therefore the prior p(Nk|INk) is taken
to be a �-function for each value of Nk. The number of
kinks per loop oscillation Nk being fixed, the posterior
for the parameter Gµ is calculated according to Bayes’
theorem:

p(Gµ|Nk) / L(ĈIJ
a |Gµ,Nk)p(Gµ|IGµ)p(Nk|INk).(14)

We calculate 95% credible intervals for Gµ.

V. CONSTRAINTS

We show in Fig. 3 the region of the Gµ and Nk pa-
rameter space excluded at the 95% confidence level by
the burst and stochastic searches; the number of cusps
Nc being fixed to 1. For the stochastic search (Sec. IV)
we present constraints from the combined O1+O2+O3
data; for the burst search (Sec. III) we derive constraints
from the non-detection result using O3 data. We con-
sider three models for the Nambu-Goto cosmic string
loop distributions, dubbed A, B and C. For the latter
we choose two sets of benchmark numbers: for model C-
1 we set (�rad,�mat) = (0.45, 0.295) and for model C-2
(�rad,�mat) = (0.2, 0.45) (see the Supplemental Mate-
rial).

Using model A, the derived gravitational-wave power
spectrum is much weaker than in the other models, lead-
ing to weaker constraints. Model C-2 mimics the loop
production function of model A in the matter era and of
model B in the radiation era. In the frequency band of
LIGO–Virgo, the stochastic background is dominated by
the contribution from loops in the radiation era, hence
models B and C-2 give similar results. Conversely, the
gravitational-wave power spectrum obtained from model
C-1, which mimics the loop production function of model
A in the radiation era and of model B in the matter era,
presents more subtle features. Larger values of Gµ do

not necessarily produce larger signal amplitudes, creat-
ing structures in the constraint plot. For an analytical
understanding of these findings, we refer the reader to
[57]. For a better understanding of the loop visibility
domain in terms of redshift, we refer to the Fig. 2 of
[58].
The stochastic analysis leads to the following con-

straints on Gµ. For model A, we rule out the range
Gµ & (9.6 ⇥ 10�9 � 10�6). For model B, we rule out:
Gµ & (4.0 � 6.3) ⇥ 10�15. For model C-1, we rule out
Gµ & (2.1 � 4.5) ⇥ 10�15, aside from a small region
where Nk & 180. Finally, for model C-2, we rule out:
Gµ & (4.2� 7.0)⇥ 10�15.
The burst search upper limits are not as stringent as

the ones derived from the stochastic search. In particular,
the constraints on the string tension for model A are
too weak to be represented in the figure. The only case
where the burst analysis leads to tighter constraints, is
for model C-1 and for Nk > 70.
In the present analysis, the average number of cusps

per oscillation on a loop has been set to 1. It has been
shown that the number of cusps per period of string
oscillation scales with the number of harmonics on the
loop [59]. Note that with many cusps on the string, the
decay constant �d is enhanced and the lifetime of the loop
is hence greatly reduced. Consequently, a high number
of cusps on the loops gives qualitatively the same result
as increasing the number of kinks: for model A, the con-
straints are weakened, whereas for models B and C the
bounds are insensitive to Nc; this has been confirmed by
our numerical study.
One can also compare these results with limits ob-

tained from pulsar timing array measurements, and in-
direct limits from Big Bang nucleosynthesis and cosmic
microwave background data [56]. Repeating the analysis
done in [28] with Nk up to 200, we find that for model
A, the strongest limit comes from pulsar timing measure-
ments, excluding string tensions Gµ & 10�10. For model
B and C-1 the strongest limits are derived from the
LIGO–Virgo stochastic search. Finally, for model C-2,
the cosmic microwave background constraint is almost as
strong as the one obtained from the O1+O2+O3 stochas-
tic search. The next observing run, O4, will give us a new
opportunity to detect signals from cosmic strings.

VI. CONCLUSIONS

Using data from the third observing run of Advanced
LIGO and Virgo, we have performed a burst and a
stochastic gravitational wave background search to con-
strain the tension of Nambu-Goto strings, as a function
of the number of kinks per oscillation, for four loop dis-
tributions. We have tested models A and B already con-
sidered in the O1 and O2 analyses [49]. The current
constraints on Gµ are stronger by two and one orders of
magnitude for models A and B, respectively, when fix-
ing Nk = 1. In addition, we have used two variants of a
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oscillation scales with the number of harmonics on the
loop [59]. Note that with many cusps on the string, the
decay constant �d is enhanced and the lifetime of the loop
is hence greatly reduced. Consequently, a high number
of cusps on the loops gives qualitatively the same result
as increasing the number of kinks: for model A, the con-
straints are weakened, whereas for models B and C the
bounds are insensitive to Nc; this has been confirmed by
our numerical study.
One can also compare these results with limits ob-

tained from pulsar timing array measurements, and in-
direct limits from Big Bang nucleosynthesis and cosmic
microwave background data [56]. Repeating the analysis
done in [28] with Nk up to 200, we find that for model
A, the strongest limit comes from pulsar timing measure-
ments, excluding string tensions Gµ & 10�10. For model
B and C-1 the strongest limits are derived from the
LIGO–Virgo stochastic search. Finally, for model C-2,
the cosmic microwave background constraint is almost as
strong as the one obtained from the O1+O2+O3 stochas-
tic search. The next observing run, O4, will give us a new
opportunity to detect signals from cosmic strings.
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Using data from the third observing run of Advanced
LIGO and Virgo, we have performed a burst and a
stochastic gravitational wave background search to con-
strain the tension of Nambu-Goto strings, as a function
of the number of kinks per oscillation, for four loop dis-
tributions. We have tested models A and B already con-
sidered in the O1 and O2 analyses [49]. The current
constraints on Gµ are stronger by two and one orders of
magnitude for models A and B, respectively, when fix-
ing Nk = 1. In addition, we have used two variants of a
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spectively, a cross-correlation estimator for the IJ de-
tecor pair and its variance at frequency fa as detailed
in [50]. Following the same approach as in the O1
stochastic analysis we have used the frequency bins rang-
ing from 20 to 86 Hz. The gravitational-wave energy den-

sity, ⌦(M)
GW(fa;Gµ,Nk), is predicted by the cosmic string

model M = {A,B,C} and computed with Eq. 10 at fre-
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For our Bayesian analysis, we specify priors for the
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and p(Nk|INk). The variables IGµ and INk denote the
information on the distributions of Gµ and Nk, which
are determined by theory predictions. For p(Gµ|IGµ),
we choose a log-uniform prior for 10�18  Gµ  10�6.
Here the upper bound is set by the cosmic microwave
background measurements [51–54]. The lower bound is
arbitrary, chosen for consistency with the study in [55];
we note, however, that our results remain almost un-
changed if we choose a smaller value for the lower bound
on Gµ. For p(Nk|INk), we aim at constraining Gµ for
each choice of Nk. Therefore the prior p(Nk|INk) is taken
to be a �-function for each value of Nk. The number of
kinks per loop oscillation Nk being fixed, the posterior
for the parameter Gµ is calculated according to Bayes’
theorem:
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1 we set (�rad,�mat) = (0.45, 0.295) and for model C-2
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C-1, which mimics the loop production function of model
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decay constant �d is enhanced and the lifetime of the loop
is hence greatly reduced. Consequently, a high number
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strain the tension of Nambu-Goto strings, as a function
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LVK Collaboration, PRL 126 (2021) 24, 241102

Model A: Blanco-Pillado, Olum, Shlaer (2014)
Model B: Lorenz, Ringeval, Sakellariadou (2010)
Model C: Auclair, Ringeval, Sakellariadou, Steer (2019) 
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Nambu-Goto action
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GWB from second order scalar perturbations: information about early universe

PBH formation through large curvature perturbations during inflation
Strong GWB generated at 2nd order in perturbation theory from scalar perturbations

Matarrese, Pantano, Saez (1994)

Hawking (1971)

Spectrum of scalar induced GWs: fixed by curvature power spectrum
CMB: at large scales is O (10   )-9 GWB extremely weak

Planck (2020)

GWB within reach of 
GW observatories

Saito, Yokoyama (2009)

For PBH formation the curvature power spectrum amplitude needs to 
be O(0.01) at some small scales (assuming PBH formation in RDE) 

Peaks in the curvature power spectrum that reach the amplitude O(0.01) required for PBH formation can be 
generated by features or turns in the inflaton potential
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GWB from second order scalar perturbations: information about early universe

O1+O2+O3:  upper limits on the amplitude of power spectrum and  fraction of the DM in terms of ultralight PBHs

No evidence for such a GWB
95% CL upper limits on integrated power of  curvature 
power spectrum peak down to 0.02 at 

Romero-Rodriguez, Martinez, Pujolas, Sakellariadou, Vaskonen, PRL 128 (2022) 5, 051301.

LIGO/Virgo 95% 
exclusions LIGO/Virgo 95% 

exclusions

PBH formation
PBH formation

For LIGO/Virgo sensitivity:

log-normal shape for the peak in curvature power spectrum

ΩGW

Khori, Terada  (2018)
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GWB from inflation in an exotic model with a stiff era: information about early universe

Stiff dominated era: blue-tilted inflationary GWB spectrum at f>f BBN                            

potentially detectable GWs 

Giovannini (1998)

Duval, Sakellariadou, et al  (2024)

1/3 < w ≤ 1 
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GWB from inflation in an exotic model with a stiff era: information about early universe

Stiff dominated era: blue-tilted inflationary GWB spectrum at f>f BBN                            

potentially detectable GWs 

Giovannini (1998)

Duval, Sakellariadou, et al  (2024)

standard inflationary GWB 

Most promising scenario for GWB detection, kination, with ws = 1 

O1-O3 LVK data: exclude scenarios where MD1-to-kination transition frequency is >10 Hz 
and kination-to-radiation transition <  10   Hz -5

1/3 < w ≤ 1 
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First approximation: GWB isotropic (analogous to the CMB)

Angular power spectrum

CMB

C¸ =

⁄
d

2n̂P¸(cos ◊) È”T“”T“Í

SGWB
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LSS

Anisotropies in the GW Background: info about large-scale-structure

GWB
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Anisotropy due to source density contrast

Intensity of GWB:

2PCF :

Anisotropies in the GW Background: info about large-scale-structure
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⌦gw(f0, ê0) ⌘ ⌦̄gw(1 + �gw) (64)

Cgw(✓0, f0) ⌘ h�
(s)

gw
(f0, ê0)�
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Anisotropy due to source density contrast

Intensity of GWB:

2PCF :

Anisotropies in the GW Background: info about large-scale-structure
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(s)

gw
(f0, ê
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Cosmic strings

Figure 1: A simulated Nambu-Goto cosmic string network. The long strings are shown in black, with the loops in red. From Ref. [1].

Cosmic strings are one-dimensional topological defects that may have been formed in the early Universe due
to spontaneous symmetry breaking in a cosmological phase transition [2]. They are a generic prediction of
grand unified theories [3]. To leading order their dynamics are described by the Nambu-Goto action, whose only
free parameter is µ, the string tension. One usually considers the dimensionless combination Gµ, where G is
Newton’s constant. This is related to ⇤NP, the “new physics scale” at which the strings are formed,

Gµ ⇠

✓
⇤NP

MPl

◆2

. (1)

The string network is characterised by O(1) “long” (i.e. super-horizon) strings per Hubble volume, which
intersect themselves to cut o↵ many small loops. These loops oscillate due to their tension and decay through
gravitational-wave (GW) emission.

Gravitational-wave emission

Figure 2: Illustrations of a cusp (left) and a kink (right). From Ref. [4].

Cosmic string loops are strong sources of GWs, emitted mainly through “cusps”, which are sharp transient
features that form as the loop oscillates, and “kinks”, which are discontinuities that propagate around the loop,
beaming GWs like a lighthouse. The incoherent superposition of GWs from many loops leads to a stochastic
GW background (SGWB), whose intensity at frequency f in sky direction r̂ relative to the cosmological critical
density ⇢c is described by the density parameter,

⌦gw(f , r̂ ) ⌘
1

⇢c

d3⇢gw
d ln f d2r̂

. (2)

The cosmic string SGWB allows us to probe new physics at energies inaccessible to collider experiments.

Figure 3: Frequency spectrum of the isotropic component of the cosmic string SGWB for a range of values of Gµ. Shown in grey are the
sensitivity curves for a range of current and future GW observatories after 10 years of observation.

Stochastic gravitational-wave background anisotropies

Figure 4: Simulated full-sky map of the cosmic string SGWB. Inset shows a 10� ⇥ 10� patch.

The intensity of the SGWB is not perfectly uniform, but fluctuates across the sky due to the correlated structure
of the loop network and the inhomogeneities of the intervening spacetime geometry. These anisotropies in
the SGWB are analogous to those in the temperature of the cosmic microwave background (CMB), and are
characterised by the angular power spectrum

C` ⌘

Z

S2
d2r̂ P`

�
r̂ · r̂ 0

� ⌦
⌦gw(r̂ )⌦gw

�
r̂ 0
�↵

. (3)

Figure 5: The observer’s motion relative to the cosmic rest frame induces a kinematic dipole.

Results

We find that for smaller values of Gµ, even though the isotropic component of the SGWB becomes much
weaker, the anisotropies can be greatly enhanced. This could potentially help us probe a much broader range of
scales for new physics with current and future GW observatories.

Figure 6: The cosmic string angular power spectrum for various values of Gµ.
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0
0
)i (65)

Cgw(✓, f0) =

1X

`=0

2`+ 1

4⇡
C`(f0)P`(cos ✓0) (66)

4

h̃(f) = A exp(i�) (53)

hh̃(f)i = 0 (54)

⌦GW ⇠ hh̃h̃
?
i = A

2
(55)

hs1s2i ⇠ Var[s1s2] ⇠ Tobs ) SNR =
hs1s2ip
Var[s1s2]

⇠

p
Tobs (56)

⌦GW ⌧ ⌦CMB ⇡ 10
�5

(57)

⌦GW ⇠ 10
�11

at 10 Hz (58)

⌦GW  5.8⇥ 10
�9

(59)

EPl ⌘

p
h̄c5/G ⇠ 10

19
GeV (60)

dV/d�

V
= 2

d⇢/d�

⇢
⌘ 2g(�) (61)

+

Z
Rµ⌫(�g

µ⌫
)
p
�gd

4
x (62)

dEgw

df
=

(G⇡)
2/3

3

m1m2

(m1 +m2)
1/3

f
�1/3

(63)
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Anisotropies in the GW Background: info about large-scale-structure

Bellomo, Sakellariadou, et al, JCAP 06 (2022) 06, 030

Remarks:

§ Propagation effects: Contribution of such effects is larger at lowest angular multipoles and f-dependent

§ Finite rate of compact binary mergers                      temporal shot noise (scale-invariant bias term) leading to 
significant bias in measurements of angular power spectrum

§ Cross-correlate GW sky maps from different time segments to build a (new) minimum-variance unbiased 
estimator (temporal cross-correlation method)

§ First unbiased anisotropic search pipeline for LIGO-Virgo-KAGRA data
The existing pipeline is biased even in the absence of shot noise, due to previously neglected sub-leading        
contributions to the noise covariance.
Our our improved analysis will be crucial for stochastic searches from the current observing run and onwards

Jenkins, Sakellariadou, PRD100 (2019) 063508

Jenkins, Romano, Sakellariadou, PRD100 (2019) 083501

Bertacca, Sakellariadou, et al , PRD 101 (2020) 10, 103513

Kouvatsos, Jenkins, Renzini, Romano, Sakellariadou, 2312.09110 (2023)



Mairi Sakellariadou

Anisotropies in the GW Background: info about large-scale-structure

Bellomo, Sakellariadou, et al, JCAP 06 (2022) 06, 030

Remarks:

§ Propagation effects: Contribution of such effects is larger at lowest angular multipoles and f-dependent

§ Finite rate of compact binary mergers                      temporal shot noise (scale-invariant bias term) leading to 
significant bias in measurements of angular power spectrum

§ Cross-correlate GW sky maps from different time segments to build a (new) minimum-variance unbiased 
estimator (temporal cross-correlation method)

§ First unbiased anisotropic search pipeline for LIGO-Virgo-KAGRA data
The existing pipeline is biased even in the absence of shot noise, due to previously neglected sub-leading        
contributions to the noise covariance.
Our our improved analysis will be crucial for stochastic searches from the current observing run and onwards

Jenkins, Sakellariadou, PRD100 (2019) 063508

Jenkins, Romano, Sakellariadou, PRD100 (2019) 083501

Bertacca, Sakellariadou, et al , PRD 101 (2020) 10, 103513

Kouvatsos, Jenkins, Renzini, Romano, Sakellariadou, 2312.09110 (2023)



Mairi Sakellariadou

Anisotropies in the GW Background: info about large-scale-structure

Bellomo, Sakellariadou, et al, JCAP 06 (2022) 06, 030

Remarks:

§ Propagation effects: Contribution of such effects is larger at lowest angular multipoles and f-dependent

§ Finite rate of compact binary mergers                      temporal shot noise (scale-invariant bias term) leading to 
significant bias in measurements of angular power spectrum

§ Cross-correlate GW sky maps from different time segments to build a (new) minimum-variance unbiased 
estimator (temporal cross-correlation method)

First unbiased anisotropic search pipeline for LIGO-Virgo-KAGRA data

Jenkins, Romano, Sakellariadou, PRD100 (2019) 083501

Bertacca, Sakellariadou, et al , PRD 101 (2020) 10, 103513

Jenkins, Sakellariadou, PRD100 (2019) 063508

Kouvatsos, Jenkins, Renzini, Romano, Sakellariadou, 2312.09110 (2023)



Mairi Sakellariadou

Angular power spectrum of GW transient sources as a probe of the LSS

Astrophysical GW background, where the 
angular power spectrum is derived from the 
clustering statistics of the BBH host galaxies 

New complementary method:
probe the spatial distribution of BBH merger events by 
computing their observed angular power spectrum and 
comparing it to an isotropic distribution

As a first application, we use the BBH mergers observed during the O3 to test the spatial distribution of these sources

No evidence for anisotropy at the 2σ confidence level

Zheng, Kouvatsos, Golomb, Cavaglia, Renzini, Sakellariadou , PRL 131 (2023) 17, 171403



GWs : constraints on dark matter
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GWs: constraints on light axions

Mairi Sakellariadou

Inside NS  axion potential receives finite density corrections

The axion field mediates additional force between two NSs: attractive or repulsive

If such NSs form binaries, the axion field might also radiate axion waves during binary coalescence

EFT approach:  first post-Newtonian corrections to the orbital dynamics, radiated power, and 
gravitational waveform for BNS mergers in the presence of an axion

aLIGO can potentially exclude axions with 

Huang, Johnson, Sagunski, Sakellariadou, Zhang, Phys. Rev. D 99, 063013 (2019)

Phase transition shifting VEV of axion field from 0 to a non-zero value              inside NS

Radius of NS is about 10 km:  PT happens inside the NS for axions with 



GWs: constraints on light axions

Mairi Sakellariadou

The leading order phase 
correction by the axion field

Constraints on the axion parameter space

Constraints on axions with masses below                        by excluding the ones with decay constants ranging from 
t to                        at 3σ confidence level

Zhang, Lyu, Huang, Johnson, Sagunski, Sakellariadou, Yang, PRL 127 (2021) 161101

First constraints on nuclear coupling of axionlike particles from 
the BNS GW event GW170817

taking into account the possible dephasing

counts PN order



GW event rates as a new probe for DM microphysics

Mairi Sakellariadou

Present observations on super-galactic scales are compatible with the hypothesis that the dark matter is cold 

CDM model: particles do not have significant non-gravitational interactions 

However, the key to determining the fundamental nature of DM lies in the sub-galactic scales, at large redshifts:
the onset of non-linear structure formation can be very sensitive to the microphysics of the dark matter 

- Warm Dark Matter

- Interacting Dark Matter

- Fuzzy Dark Matter

Boehm, Fayet, Schaeffer (2001)

Predict a cutoff in the linear matter power spectrum 
at large wave numbers k (“small-scale crisis”) 



GW event rates as a new probe for DM microphysics

Mairi Sakellariadou

The BBH merger rate is highly sensitive to the suppression of small-scale structure induced by DM microphysics

Example: DM neutrino interacting model

Suppression of small-scale structure
— caused by interacting, warm, or fuzzy DM —

leads to a significant reduction in the rate of 
binary black hole mergers at redshifts z>5

Mosbech, Jenkins, Bose, Boehm, Sakellariadou, Wong, PRD (2023)

These differences in the high-z BBH 
merger rate will be detectable with 

3g GW detectors

Di Valentino, Boehm, Shivon, Bouchet (2018)

interaction strength
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FIG. 4. 90% upper bounds on the absolute magnitude of the GR-
violating parameters �'̂n, from �1PN through 3.5PN in the inspiral
phase. At each PN order, we show results obtained from each of
the events listed in Table I that cross the SNR threshold in the inspi-
ral regime, analyzed with IMRPhenomPv2. Bounds obtained from
combining posteriors of events detected with a significance that ex-
ceeds a threshold of FAR < (1000 yr)�1 in both modelled searches
are shown for both analyses, using IMRPhenomPv2 (filled diamonds)
and SEOBNRv4 (empty diamonds).

across all events considered. This assumption should not be
made when testing a specific theory that predicts violations
that depend on the binary’s parameters. Posterior distribu-
tions of � p̂i for the individual-event analysis, also showing full
consistency with GR, are provided in Sec. 3 of the Appendix.

Figure 4 shows the 90% upper bounds on |�'̂i| for all the
individual events which cross the SNR threshold (SNR > 6) in
the inspiral regime (the most massive of which is GW150914).
The bounds from the combined posteriors are also shown;
these include the events which exceed both the SNR thresh-
old in the inspiral regime as well as the significance threshold,
namely GW150914, GW151226, GW170104, GW170608, and
GW170814. The bound from the likely lightest mass binary
black hole event GW170608 at 1.5PN is currently the strongest
constraint obtained on a positive PN coe�cient from a single
binary black hole event, as shown in Fig. 4. However, the con-
straint at this order is about five times worse than that obtained
from the binary neutron star event GW170817 alone [8]. The
�1PN bound is two orders of magnitude better for GW170817
than the best bound obtained from GW170608. For all other
PN orders, GW170608 also provides the best bounds, which at
high PN orders are of the same order of magnitude as the ones
from GW170817. Our results can be compared statistically to
those obtained by performing the same tests on simulated GR
and non-GR waveforms given in [93]. The results presented
here are consistent with those of GR waveforms injected into

realistic detector data. The combined bounds are the tightest
obtained so far, improving on the bounds obtained in [5] by
factors between 1.1 and 1.8.

VII. PARAMETERIZED TESTS OF GRAVITATIONAL
WAVE PROPAGATION

We now place constraints on a phenomenological modifi-
cation of the GW dispersion relation, i.e., on a possible fre-
quency dependence of the speed of GWs. This modification,
introduced in [100] and first applied to LIGO data in [6], is
obtained by adding a power-law term in the momentum to the
dispersion relation E2 = p2c2 of GWs in GR, giving

E2 = p2c2 + A↵p↵c↵. (2)

Here, c is the speed of light, E and p are the energy and
momentum of the GWs, and A↵ and ↵ are phenomenological
parameters. We consider ↵ values from 0 to 4 in steps of 0.5.
However, we exclude ↵ = 2, where the speed of the GWs is
modified in a frequency-independent manner, and therefore
gives no observable dephasing.12 Thus, in all cases except
for ↵ = 0, we are considering a Lorentz-violating dispersion
relation. The group velocity associated with this dispersion
relation is vg/c = (dE/dp)/c = 1 + (↵ � 1)A↵E↵�2/2 + O(A2

↵).
The associated length scale is �A B hc|A↵|1/(↵�2), where h
is Planck’s constant. �A gives the scale of modifications to
the Newtonian potential (the Yukawa potential for ↵ = 0)
associated with this dispersion relation.

While Eq. (2) is a purely phenomenological model, it en-
compasses a variety of more fundamental predictions (at least
to leading order) [94, 100]. In particular, A0 > 0 corre-
sponds to a massive graviton, i.e., the same dispersion as
for a massive particle in vacuo [102], with a graviton mass
given by mg = A1/2

0 /c
2.13 Furthermore, ↵ values of 2.5, 3,

and 4 correspond to the leading predictions of multi-fractal
spacetime [103]; doubly special relativity [104]; and Hořava-
Lifshitz [105] and extra dimensional [106] theories, respec-
tively. The standard model extension also gives a leading contri-
bution with ↵ = 4 [107], only considering the non-birefringent
terms; our analysis does not allow for birefringence.

In order to obtain a waveform model with which to con-
strain these propagation e↵ects, we start by assuming that
the waveform extracted in the binary’s local wave zone (i.e.,
near to the binary compared to the distance from the binary
to Earth, but far from the binary compared to its own size) is
well-described by a waveform in GR.14 Since we are able to

12 For a source with an electromagnetic counterpart, A2 can be constrained
by comparison with the arrival time of the photons, as was done with
GW170817/GRB170817A [101].

13 Thus, the Yukawa screening length is �0 = h/(mgc).
14 This is likely to be a good assumption for ↵ < 2, where we constrain �A to

be much larger than the size of the binary. For ↵ > 2, where we constrain �A
to be much smaller than the size of the binary, one has to posit a screening
mechanism in order to be able to assume that the waveform in the binary’s
local wave zone is well-described by GR, as well as for this model to evade
Solar System constraints.
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FIG. 4. 90% upper bounds on the absolute magnitude of the GR-
violating parameters �'̂n, from �1PN through 3.5PN in the inspiral
phase. At each PN order, we show results obtained from each of
the events listed in Table I that cross the SNR threshold in the inspi-
ral regime, analyzed with IMRPhenomPv2. Bounds obtained from
combining posteriors of events detected with a significance that ex-
ceeds a threshold of FAR < (1000 yr)�1 in both modelled searches
are shown for both analyses, using IMRPhenomPv2 (filled diamonds)
and SEOBNRv4 (empty diamonds).

across all events considered. This assumption should not be
made when testing a specific theory that predicts violations
that depend on the binary’s parameters. Posterior distribu-
tions of � p̂i for the individual-event analysis, also showing full
consistency with GR, are provided in Sec. 3 of the Appendix.

Figure 4 shows the 90% upper bounds on |�'̂i| for all the
individual events which cross the SNR threshold (SNR > 6) in
the inspiral regime (the most massive of which is GW150914).
The bounds from the combined posteriors are also shown;
these include the events which exceed both the SNR thresh-
old in the inspiral regime as well as the significance threshold,
namely GW150914, GW151226, GW170104, GW170608, and
GW170814. The bound from the likely lightest mass binary
black hole event GW170608 at 1.5PN is currently the strongest
constraint obtained on a positive PN coe�cient from a single
binary black hole event, as shown in Fig. 4. However, the con-
straint at this order is about five times worse than that obtained
from the binary neutron star event GW170817 alone [8]. The
�1PN bound is two orders of magnitude better for GW170817
than the best bound obtained from GW170608. For all other
PN orders, GW170608 also provides the best bounds, which at
high PN orders are of the same order of magnitude as the ones
from GW170817. Our results can be compared statistically to
those obtained by performing the same tests on simulated GR
and non-GR waveforms given in [93]. The results presented
here are consistent with those of GR waveforms injected into

realistic detector data. The combined bounds are the tightest
obtained so far, improving on the bounds obtained in [5] by
factors between 1.1 and 1.8.

VII. PARAMETERIZED TESTS OF GRAVITATIONAL
WAVE PROPAGATION

We now place constraints on a phenomenological modifi-
cation of the GW dispersion relation, i.e., on a possible fre-
quency dependence of the speed of GWs. This modification,
introduced in [100] and first applied to LIGO data in [6], is
obtained by adding a power-law term in the momentum to the
dispersion relation E2 = p2c2 of GWs in GR, giving

E2 = p2c2 + A↵p↵c↵. (2)

Here, c is the speed of light, E and p are the energy and
momentum of the GWs, and A↵ and ↵ are phenomenological
parameters. We consider ↵ values from 0 to 4 in steps of 0.5.
However, we exclude ↵ = 2, where the speed of the GWs is
modified in a frequency-independent manner, and therefore
gives no observable dephasing.12 Thus, in all cases except
for ↵ = 0, we are considering a Lorentz-violating dispersion
relation. The group velocity associated with this dispersion
relation is vg/c = (dE/dp)/c = 1 + (↵ � 1)A↵E↵�2/2 + O(A2

↵).
The associated length scale is �A B hc|A↵|1/(↵�2), where h
is Planck’s constant. �A gives the scale of modifications to
the Newtonian potential (the Yukawa potential for ↵ = 0)
associated with this dispersion relation.

While Eq. (2) is a purely phenomenological model, it en-
compasses a variety of more fundamental predictions (at least
to leading order) [94, 100]. In particular, A0 > 0 corre-
sponds to a massive graviton, i.e., the same dispersion as
for a massive particle in vacuo [102], with a graviton mass
given by mg = A1/2

0 /c
2.13 Furthermore, ↵ values of 2.5, 3,

and 4 correspond to the leading predictions of multi-fractal
spacetime [103]; doubly special relativity [104]; and Hořava-
Lifshitz [105] and extra dimensional [106] theories, respec-
tively. The standard model extension also gives a leading contri-
bution with ↵ = 4 [107], only considering the non-birefringent
terms; our analysis does not allow for birefringence.

In order to obtain a waveform model with which to con-
strain these propagation e↵ects, we start by assuming that
the waveform extracted in the binary’s local wave zone (i.e.,
near to the binary compared to the distance from the binary
to Earth, but far from the binary compared to its own size) is
well-described by a waveform in GR.14 Since we are able to

12 For a source with an electromagnetic counterpart, A2 can be constrained
by comparison with the arrival time of the photons, as was done with
GW170817/GRB170817A [101].

13 Thus, the Yukawa screening length is �0 = h/(mgc).
14 This is likely to be a good assumption for ↵ < 2, where we constrain �A to

be much larger than the size of the binary. For ↵ > 2, where we constrain �A
to be much smaller than the size of the binary, one has to posit a screening
mechanism in order to be able to assume that the waveform in the binary’s
local wave zone is well-described by GR, as well as for this model to evade
Solar System constraints.
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FIG. 4. 90% upper bounds on the absolute magnitude of the GR-
violating parameters �'̂n, from �1PN through 3.5PN in the inspiral
phase. At each PN order, we show results obtained from each of
the events listed in Table I that cross the SNR threshold in the inspi-
ral regime, analyzed with IMRPhenomPv2. Bounds obtained from
combining posteriors of events detected with a significance that ex-
ceeds a threshold of FAR < (1000 yr)�1 in both modelled searches
are shown for both analyses, using IMRPhenomPv2 (filled diamonds)
and SEOBNRv4 (empty diamonds).

across all events considered. This assumption should not be
made when testing a specific theory that predicts violations
that depend on the binary’s parameters. Posterior distribu-
tions of � p̂i for the individual-event analysis, also showing full
consistency with GR, are provided in Sec. 3 of the Appendix.
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GW170814. The bound from the likely lightest mass binary
black hole event GW170608 at 1.5PN is currently the strongest
constraint obtained on a positive PN coe�cient from a single
binary black hole event, as shown in Fig. 4. However, the con-
straint at this order is about five times worse than that obtained
from the binary neutron star event GW170817 alone [8]. The
�1PN bound is two orders of magnitude better for GW170817
than the best bound obtained from GW170608. For all other
PN orders, GW170608 also provides the best bounds, which at
high PN orders are of the same order of magnitude as the ones
from GW170817. Our results can be compared statistically to
those obtained by performing the same tests on simulated GR
and non-GR waveforms given in [93]. The results presented
here are consistent with those of GR waveforms injected into

realistic detector data. The combined bounds are the tightest
obtained so far, improving on the bounds obtained in [5] by
factors between 1.1 and 1.8.

VII. PARAMETERIZED TESTS OF GRAVITATIONAL
WAVE PROPAGATION

We now place constraints on a phenomenological modifi-
cation of the GW dispersion relation, i.e., on a possible fre-
quency dependence of the speed of GWs. This modification,
introduced in [100] and first applied to LIGO data in [6], is
obtained by adding a power-law term in the momentum to the
dispersion relation E2 = p2c2 of GWs in GR, giving

E2 = p2c2 + A↵p↵c↵. (2)

Here, c is the speed of light, E and p are the energy and
momentum of the GWs, and A↵ and ↵ are phenomenological
parameters. We consider ↵ values from 0 to 4 in steps of 0.5.
However, we exclude ↵ = 2, where the speed of the GWs is
modified in a frequency-independent manner, and therefore
gives no observable dephasing.12 Thus, in all cases except
for ↵ = 0, we are considering a Lorentz-violating dispersion
relation. The group velocity associated with this dispersion
relation is vg/c = (dE/dp)/c = 1 + (↵ � 1)A↵E↵�2/2 + O(A2

↵).
The associated length scale is �A B hc|A↵|1/(↵�2), where h
is Planck’s constant. �A gives the scale of modifications to
the Newtonian potential (the Yukawa potential for ↵ = 0)
associated with this dispersion relation.

While Eq. (2) is a purely phenomenological model, it en-
compasses a variety of more fundamental predictions (at least
to leading order) [94, 100]. In particular, A0 > 0 corre-
sponds to a massive graviton, i.e., the same dispersion as
for a massive particle in vacuo [102], with a graviton mass
given by mg = A1/2

0 /c
2.13 Furthermore, ↵ values of 2.5, 3,

and 4 correspond to the leading predictions of multi-fractal
spacetime [103]; doubly special relativity [104]; and Hořava-
Lifshitz [105] and extra dimensional [106] theories, respec-
tively. The standard model extension also gives a leading contri-
bution with ↵ = 4 [107], only considering the non-birefringent
terms; our analysis does not allow for birefringence.

In order to obtain a waveform model with which to con-
strain these propagation e↵ects, we start by assuming that
the waveform extracted in the binary’s local wave zone (i.e.,
near to the binary compared to the distance from the binary
to Earth, but far from the binary compared to its own size) is
well-described by a waveform in GR.14 Since we are able to

12 For a source with an electromagnetic counterpart, A2 can be constrained
by comparison with the arrival time of the photons, as was done with
GW170817/GRB170817A [101].

13 Thus, the Yukawa screening length is �0 = h/(mgc).
14 This is likely to be a good assumption for ↵ < 2, where we constrain �A to

be much larger than the size of the binary. For ↵ > 2, where we constrain �A
to be much smaller than the size of the binary, one has to posit a screening
mechanism in order to be able to assume that the waveform in the binary’s
local wave zone is well-described by GR, as well as for this model to evade
Solar System constraints.
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bound these propagation e↵ects to be very small, we can work
to linear order in A↵ when computing the e↵ects of this disper-
sion on the frequency-domain GW phasing,15 thus obtaining a
correction [100] that is added to �( f ) in Eq. (1):

��↵( f ) = sign(A↵)

8>>>>>>><
>>>>>>>:

⇡DL

↵ � 1
�↵�2

A,e↵

 
f
c

!↵�1

, ↵ , 1

⇡DL

�A,e↵
ln

 
⇡GMdet f

c3

!
, ↵ = 1

. (3)

Here, DL is the binary’s luminosity distance, Mdet is the bi-
nary’s detector-frame (i.e., redshifted) chirp mass, and �A,e↵
is the e↵ective wavelength parameter used in the sampling,
defined as

�A,e↵ B
"
(1 + z)1�↵DL

D↵

#1/(↵�2)

�A . (4)

The parameter z is the binary’s redshift, and D↵ is a distance
parameter given by

D↵ =
(1 + z)1�↵

H0

Z z

0

(1 + z̄)↵�2
p
⌦m(1 + z̄)3 +⌦⇤

dz̄ , (5)

where H0 = 67.90 km s�1 Mpc�1 is the Hubble constant, and
⌦m = 0.3065 and ⌦⇤ = 0.6935 are the matter and dark energy
density parameters; these are the TT+lowP+lensing+ext values
from [108].16

The dephasing in Eq. (3) is obtained by treating the gravita-
tional wave as a stream of particles (gravitons), which travel
at the particle velocity vp/c = pc/E = 1 � A↵E↵�2/2 + O(A2

↵).
There are suggestions to use the particle velocity when consid-
ering doubly special relativity, though there are also sugges-
tions to use the group velocity vg in that case (see, e.g., [110]
and references therein for both arguments). However, the group
velocity is appropriate for, e.g., multi-fractal spacetime theo-
ries (see, e.g., [111]). To convert the bounds presented here to
the case where the particles travel at the group velocity, scale
the A↵ bounds for ↵ , 1 by factors of 1/(1 � ↵). The group
velocity calculation gives an unobservable constant phase shift
for ↵ = 1.

We consider the cases of positive and negative A↵ separately,
and obtain the results shown in Table IV and Fig. 5 when
applying this analysis to the GW events under consideration.
While we sample with a flat prior in log �A,e↵, our bounds are
given using priors flat in A↵ for all results except for the mass of
the graviton, where we use a prior flat in the graviton mass. We
also show the results from combining together all the signals

15 The dimensionless parameter controlling the size of the linear correction
is A↵ f ↵�2, which is . 10�18 at the 90% credible level for the events we
consider and frequencies up to 1 kHz.

16 We use these values for consistency with the results presented in [14].
If we instead use the more recent results from [109], specifically the
TT,TE,EE+lowE+lensing+BAO values used for comparison in [14], then
there are very minor changes to the results presented in this section. For
instance, the upper bounds in Table IV change by at most ⇠ 0.1%.

FIG. 5. 90% credible upper bounds on the absolute value of the modi-
fied dispersion relation parameter A↵. We show results for positive
and negative values of A↵ separately. Specifically, we give the up-
dated versions of the results from combining together GW150914,
GW151226, and GW170104 (first given in [6]), as well as the re-
sults from combining together all the events meeting our significance
threshold for combined results (see Table I). Picoelectronvolts (peV)
provide a convenient scale, because 1 peV ' h ⇥ 250 Hz, where
250 Hz is roughly around the most sensitive frequencies of the LIGO
and Virgo instruments.

FIG. 6. Violin plots of the full posteriors on the modified dispersion
relation parameter A↵ calculated from the combined events, with the
90% credible interval around the median indicated.

that satisfy our selection criterion. We are able to combine
together the results from di↵erent signals with no ambiguity,
since the known distance dependence is accounted for in the
waveforms.

Figure 6 displays the full A↵ posteriors obtained by combin-
ing all selected events (using IMRPhenomPv2 waveforms). To
obtain the full A↵ posteriors, we combine together the positive
and negative A↵ results for individual events by weighting by
their Bayesian evidences; we then combine the posteriors from
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Table I of [19].
The long inspiral observed in GW170817 (relative to

previous binary black hole signals) allows us to place the
first stringent constraints on �'̂�2. Binaries comprised
of compact objects with additional charges that charac-
terize couplings with fields other than the metric will
generically support a time-varying dipole moment. Such
systems will emit dipole radiation in addition to the en-
ergy flux predicted in GR (given at leading order by the
quadrupole formula). Provided that this additional flux
is a small correction to the total flux, the dipole radi-
ation mainly induces a negative �1PN order correction
in the phase evolution. Writing the total energy flux
as FGW = FGR(1 + Bc

2
/v

2), the leading-order modifica-
tion to the phase due to theory-agnostic effects of dipole
radiation is given by �'̂�2 = �4B/7 [60, 61]. Combining
the PDFs shown in Fig. 1 obtained with the PhenomPNRT

and SEOBNRT waveforms and restricting to the physical
parameter space B � 0 corresponding to positive outgo-
ing flux, the presence of dipole radiation in GW170817
can be constrained to B  1.2 ⇥ 10�5. For compari-
son, precise timing of radio pulses from binary pulsars
can constrain |B| <

⇠ 6 ⇥ 10�8 [61]; this much stronger
constraint arises, in part, because of the much longer ob-
servation time over which the inspirals of binary pulsars
are tracked.

Though our bound on the dipole parameter B is weaker
than existing constraints, it is the first that comes di-
rectly from the nonlinear and dynamical regime of grav-
ity achieved during compact binary coalescences. In this
regard, we note that for general scalar-tensor theories
there are regions of parameter space where constraints
from both Solar System and binary pulsar observations
are satisfied, and yet new effects appear in the frequency
range of GW detectors, such as spontaneous scalariza-
tion [62] or resonant excitation [63, 64] of a massive field,
or dynamical scalarization [65–67].

CONSTRAINTS FROM GRAVITATIONAL WAVE
PROPAGATION

The propagation of GWs may differ in theories be-
yond GR, and the deviations depend on the distance that
the GWs travel. The search for such deviations provides
unique tests of relativity, particularly when the distance
inferred through GWs can be compared with an accu-
rate, independent distance measurement from EM obser-
vations. In GR, GWs propagate non-dispersively at the
speed of light with an amplitude inversely proportional
to the distance travelled. Using GW170817, we carry out
two different types of analyses to study the propagation
of GWs, looking for possible deviations from GR’s pre-
dictions. The first method implements a generic modifi-
cation to the GWs dispersion relation, adding terms that
correct for a massive graviton, and momentum depen-

dent dispersion that could be apparent in Lorentz vio-
lating models [68, 69]. The second modifies the distance
relation GWs follow in GR by adding correcting factors
accounting for the GW’s gravitational leakage into the
large extra dimensions of higher-dimensional theories of
gravity [70, 71].

Constraints on Modified Dispersion

In GR, gravitational waves propagate at the speed of
light and are non-dispersive, leading to a dispersion re-
lation E

2 = p
2
c
2. An alternative theory may generi-

cally modify this as E
2 = p

2
c
2 + A p

↵
c
↵, where A is

the coefficient of modified dispersion corresponding to
the exponent denoted by ↵ [68, 69]. When ↵ = 0, a
modification with A > 0 may be interpreted as due to
a non-zero graviton mass (A = m

2
g
c
4) [69]. It can be

shown that such modified dispersion relations would lead
to corrections to the GW phasing, thereby allowing us to
constrain any dispersion of GWs [69]. This method, im-
plemented in a Bayesian framework, placed bounds on
A corresponding to different ↵ using binary black hole
detections [16]. We apply the above method to constrain
dispersion of GWs in the case of the binary neutron star
merger GW170817 [1]. We find that GW170817 places
weaker bounds on dispersion of GWs than the binary
black holes. For instance, the bound on the graviton
mass mg we obtain from GW170817 is 9.51⇥10�22 eV/c2,
which is weaker compared to the bounds reported in [16].
This is not surprising as GW170817 is the closest source
detected so far, and for the same SNR propagation-based
tests such as this are more effective when the sources are
farther away. This method complements the bounds on
non-dispersive standard model extension coefficients [72]
reported in [2] from GW170817.

Constraints on the Number of Spacetime
Dimensions

In higher-dimensional theories of gravity the scaling
between the GW strain and the luminosity distance of the
source is expected to be modified, suggesting a damping
of the waveform due to gravitational leakage into large
extra dimensions. This deviation from the GR scaling
hGR / d

�1
L

depends on the number of dimensions D > 4
and would result in a systematic overestimation of the
source luminosity distance inferred from GW observa-
tions [70, 71]. A comparison of distance measurements
from GW and EM observations of GW170817 allows us
to constrain the presence of large additional spacetime
dimensions. We assume, as is the case in many extra-
dimensional models, that light and matter propagate in
four spacetime dimensions only, thus allowing us to infer
the EM luminosity distance d

EM
L

. In the absence of a

11

complete, unique GW model in higher-dimensional grav-
ity, we use a phenomenological ansatz for the GW am-
plitude scaling and neglect all other effects of modified
gravity in the GW phase and amplitude. This approach
requires that gravity be asymptotically GR in the strong-
field regime, while modifications due to leakage into extra
dimensions start to appear at large distances from the
source. We therefore consider gravity modifications with
a screening mechanism, i.e., a phenomenological model
with a characteristic length scale Rc beyond which the
propagating GWs start to leak into higher dimensions.
In this model, the strain scales as

h /
1

d
GW
L

=
1

d
EM
L


1 +

✓
d
EM
L

Rc

◆n��(D�4)/(2n)

(2)

where D denotes the number of spacetime dimensions,
and where Rc and n are the distance scale of the screen-
ing and the transition steepness, respectively. Eq. (2)
reduces to the standard GR scaling at distances much
shorter than Rc, and the model is consistent with tests
of GR performed in the Solar System or with binary pul-
sars. Unlike the scaling relation considered in [70, 71],
notice that Eq. (2) reduces to the GR limit for D = 4
spacetime dimensions. An independent measurement of
the source luminosity distance from EM observations of
GW170817 allows us to infer the number of spacetime di-
mensions from a comparison of the GW and EM distance
estimates, for given values of model parameters Rc and
n. Constraints on the number of spacetime dimensions
are derived in a framework of Bayesian analysis, from the
joint posterior probability for D, d

GW
L

and d
EM
L

, given the
two statistically independent measurements of EM data
xEM and GW data xGW. The posterior for D is then
given by:

p(D|xGW, xEM) =

Z
p(dGW

L
|xGW)p(dEM

L
|xEM)�(D � D(dGW

L
, d

EM
L

, Rc, n)) dd
GW
L

dd
EM
L

. (3)

As in [19], we use a measurement of the surface brightness
fluctuation distance to the host galaxy NGC 4993 from
[73] to constrain the EM distance, assuming a Gaussian
distribution for the posterior probability p(dEM

L
|xEM),

with the mean value and standard deviation given by
40.7 ± 2.4 Mpc [73]. Contrary to [71], our analysis relies
on a direct measurement of d

EM
L

and is independent of
prior information on H0 or any other cosmological pa-
rameter. For the measurement of the GW distance, the
posterior distribution p(dGW

L
|xGW) was inferred from the

GW data assuming general relativity and fixing the sky
position to the optical counterpart while marginalizing
over all other waveform parameters [19]. Our analysis
imposes a prior on the GW luminosity distance that is
consistent with a four-dimensional Universe, but we have
checked that other reasonable prior choices do not signif-
icantly modify the results. We invert the scaling relation
in Eq. (2) to compute D(dGW

L
, d

EM
L

, Rc, n) in Eq. (3).
Fig. 3 shows the 90% upper bounds on the number of di-
mensions D, for theories with a certain transition steep-
ness n and distance scale Rc. Shading indicates the ex-
cluded regions of parameter space. Our results are con-
sistent with the GR prediction of D = 4.

Additionally, the data allows us to infer constraints on
the characteristic distance scale Rc of higher-dimensional
theories with a screening mechanism, while fixing D to
5, 6 or 7. The posterior for p(Rc|xGW, xEM) is ob-
tained from the joint posterior probability of Rc, d

GW

L

and d
EM

L
, fixing D instead of Rc in Eq. (3) and comput-

ing Rc(dGW
L

, d
EM
L

, D, n) by inverting the scaling relation

FIG. 3. 90% upper bounds on the number of spacetime di-
mensions D, assuming fixed transition steepness n and dis-
tance scale Rc. Shading indicates the regions of parameter
space excluded by the data.

in Eq. (2). Since we consider higher-dimensional mod-
els that allow only for a relative damping of the GW
signal, we select posterior samples with d

GW
L

> d
EM
L

,
leading to an additional step function ✓(dGW

L
� d

EM
L

) in
p(Rc|xGW, xEM). In Fig. 4, we show 10% lower bounds
on the screening radius Rc, for theories with a certain
fixed transition steepness n and number of dimensions
D > 4. Shading indicates the excluded regions of pa-
rameter space. For higher-dimensional theories of grav-
ity with a characteristic length scale Rc of the order of
the Hubble radius RH ⇠ 4 Gpc, such as the well known
Dvali-Gabadadze-Porrati (DGP) models of dark energy

Luminosity distance measured for the 
optical counterpart of the standard siren

GW event 1.7 s before γ-ray observation 
GRB 170817A and GW170817 

BNS merger at 40 Mpc

c

by the source, detected at a point on a sphere of radius demL :

F =:
L

4⇡(demL )2
. (2.2)

In standard GR, the proper distance of a source emitting a single photon is a(t0) r =: a0r
measured by an observer at Earth at the present time t0. Taking into account the redshift
of power L = (energy)/(time) / (a/a0)/(a0/a) = a2/a2

0
of photons reaching the observer at

di↵erent times, one gets [59]

demL =
a2
0

a
r . (2.3)

In the absence of spatial curvature, r can be written as r = ⌧0 � ⌧(z), in terms of the redshift
1 + z = a0/a, where ⌧ denotes conformal time. Setting a0 = 1,

demL (z) = (1 + z)

Z t0

t(z)

dt

a
= (1 + z)

Z
1

a(z)

da

Hgra2
= (1 + z)

Z z

0

dz

Hgr
, (2.4)

where a(z) = (1+ z)�1. The Hubble parameter Hgr(z) is determined by the first Friedmann
equation and contains a parametrization of the dark-energy equation of state in terms of the
barotropic index, for instance, w = w0 = const or w = w0 + (1 � a)wa.

Expanding H(z) for small z and keeping only the lowest order, (2.4) becomes

demL '
z(1 + z)

H0

z⌧1

'
z

H0

, (2.5)

where H0 is the Hubble parameter today.

2.2 Gravitational-wave amplitude in GR

The action and equations of motion in GR are

S =
1

22

Z
dDxR + Smatter , Rµ⌫ �

1

2
gµ⌫R = 2Tµ⌫ , (2.6)

where 2 = 8⇡G is Newton’s constant and Tµ⌫ is the matter energy-momentum tensor. First
we recall the expression of the GW amplitude in the local wave zone, and then consider its
modification when the wave propagates on a homogeneous FLRW cosmological background.

2.2.1 Local wave zone

Let hµ⌫ be the metric perturbation around the Minkowski background ⌘µ⌫ = diag(�,+, · · · ,+)
and call h one of the graviton polarization modes. The scalar h is the amplitude of a
gravitational-wave emitted by a source such as a black-hole or a neutron-star binary system.
We can express h in terms of the luminosity distance dgwL , in D topological dimensions. Ex-
panding the Einstein equations to linear order in gµ⌫ = ⌘µ⌫+hµ⌫ , one finds ⇤⌘hµ⌫ = �22Sµ⌫ ,
where ⇤⌘ = ⌘µ⌫@µ@⌫ and Sµ⌫ = Tµ⌫ �⌘µ⌫T

⇢
⇢ /(D�2). The general retarded solution is given

by the sum of the homogeneous solution (which will be ignored from now on) and the convo-
lution of the source Sµ⌫ with the retarded Green function associated with the kinetic operator
⇤⌘ [58]:

hµ⌫(x) = �22
Z

dDx0 Sµ⌫(x
0)Gret(x � x0) , (2.7)

⇤⌘G
ret(x � x0) = �D(x � x0) , Gret

��
t<t0

= 0 , (2.8)
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Propagation speed of GWs may vary as a function of the energy scale

§ Frequency-dependent propagation speed 

- spectral dimension of spacetime changes with probed scale

- brane-world models

- massive gravity

§ Horndeski theories and their extensions spontaneously break Lorentz invariance 
If UV completion is required to be Lorentz invariant, then graviton becomes luminal at high energies

LVC: BNS  GW170817

aim of this work is to investigate what LISA can teach us about the speed of gravitational
waves, by means of analysis of GW waveforms only. Our goal is part of a wider search for
general, frequency-dependent modifications of GW propagation, which can be tested by the
next generation of GW experiments (see e.g. [7, 8]).

The propagation speed of GWs, cT , was most recently measured by the LIGO-Virgo
collaboration using observations of the binary neutron star merger GW170817 [9–12]. This
impressively precise bound1 of �3⇥10�15  cT �1  7⇥10�16 (in c = 1 units) was translated
into a constraint on the landscape of dark energy and extended gravity models in [13–18],
where it proved fatal for a handful of theories.

Indeed, the constraint from GW170817 is widely considered a major challenge to ex-
tended gravity theories predicting a non-standard GW propagation speed. However, it can
also inform discussions on properties required for these gravity models to possess a healthy
ultraviolet (UV) completion. This is the viewpoint of [19], which added a degree of subtlety
to the interpretation of the data that has not yet been considered widely in the literature
(though see e.g. [20] for further theoretical work on the topic). In [19], compelling arguments
and examples are presented suggesting that the speed of propagation of GWs may vary as
a function of the energy scale. The starting point is the observation that at low energies,
most theories spontaneously break Lorentz invariance through a time-dependent vacuum ex-
pectation value of an additional field(s). Such a time-dependent vacuum expectation value
is essential for driving cosmic acceleration, but it usually leads to a tensor speed cT < 1 due
to non-minimal couplings between extra fields and gravity. Explicit examples of this phe-
nomenon arise in the context of Horndeski theories and their extensions, Beyond Horndeski
or DHOST [21–27].

On the other hand, if the UV completion of an extended gravity theory is required to be
Lorentz invariant (as is usually the case), then necessarily the graviton speed becomes luminal
at high energies. The transition between non-luminal and luminal speed is likely to occur
well before (or at most, around) the strong-coupling scale of the theory, which for Horndeski-
like theories is typically ⇤ = (MPlH2

0
)1/3 ⇠ 260 Hz. This is within the frequency band

of ground-based GW detectors: as a consequence, ground measurements might correspond
to the frequency range for which the Lorentz invariance of the theory has already enforced
luminal propagation speed. At lower frequencies, for example in the LISA frequency band
(⇠ 10�5 � 0.1 Hz), the speed of GWs may instead be di↵erent from one.

In a broader context, an intriguing picture about sub- and super-luminality of GWs is
emerging from recent literature on so-called positivity bounds. Such a programme aims at
using criteria of unitarity, causality, locality (and Lorentz invariance) to ascertain whether
low-energy e↵ective theories admit a standard UV completion. In the cosmological context
or near black holes, it has often been assumed that the speed of GWs ought to be (sub- or
at the most) luminal, leading to theoretical constraints on several models beyond Einstein
gravity on a Friedmann–Robertson–Walker (FRW) background [28–33].

These criteria are an extension of, or rather an extrapolation from, seminal results on
causality bounds derived for flat spacetime. The issue is subtler in curved spacetimes (FRW
being the key example here), as the QED case studied in [34] demonstrates. Whenever
curvature becomes important, super-luminality of GWs does not imply a lack of causality.
In curved spacetime, the whole notion of low-energy super-luminality of an EFT may itself be
a frame-dependent statement (see, e.g., [35] for an example in the cosmological context) and

1The bound quoted here uses the minimum source distance of 26 Mpc, and allows up to 10 s delay before
the emission of photons from the associated gamma ray burst [12].
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The picture for �2 is a little more mixed, with PopIII model performing well in the
positive-power case, and the Q3-nod model favouring the negative-power case. We see that
the PopIII model, which generally produces lighter MBHs, yields good constraints on the
positive-power model – this is precisely in line with the discussion of §5.1.

Of course, in reality we will have to work with whatever population of MBH mergers
Nature gives us. If it closely resembles the Q3-delay model, for example, we will be dependent
on a rare golden system to carry out the constraints forecast in this work. However, it
is reassuring to see that in most cases our method has some robustness against realistic
population models. Hence tests of gravity at low frequency can be carried out with LISA in
(almost) any scenario.

6 Conclusions

The development of cosmological modified gravity theories has shown that infrared departures
from GR are theoretically possible. The clearest demonstration of this is screening e↵ects,
where departures from GR manifest on large scales – a weak-field, low-density arena – whilst
being strongly suppressed in other regimes (see [65, 92, 93] for reviews). At the same time,
deviations of the propagation speed of gravitational waves are a common signature of new
gravitational physics. As such, it is clear that the value of cT should be probed at low energy
scales, independently of existing constraints at higher frequencies.

That said, the current tests of gravity from ground-based detectors are a force to be
reckoned with. We find it is not simple to construct a function for cT (f) which satisfies the
LIGO-Virgo bounds whilst modifying the millihertz regime significantly. Sharp transitions
for cT (f) are needed in the frequency band between LISA and LIGO frequencies, to ensure
consistency with the results from GW170817. Future theoretical work will be needed to
explore more sophisticated models for cT (f), built from first principles, that do not rely on
this workaround.

Nevertheless, our work has established a theoretical and numerical toolkit for exploring
the detectability of modified GW propagation with LISA. We implemented two Ansätze for
frequency-dependent GW propagation speed, and computed the resulting modifications to
the GW amplitude and (non-spinning) phase at 2.5PN order. The first Ansatz proposed
departures of the GW propagation speed as a polynomial series in frequency for cT , in which
the powers can be positive or negative. The second Ansatz represented a smooth transition
in cT from some lower value to c, taking place inside or close to the LISA band. We then
performed a Fisher matrix analysis to forecast the constraints on five GR parameters and
two modified gravity parameters. We compared the Fisher forecast with MCMC inference
and found good agreement between them for the forecast parameter bounds, even for signals
of comparatively low SNR.

Our use of inspiral-only and a full IMR waveform represent analyses with di↵erent
theoretical assumptions. If considering departures from GR, one may wish to allow for the
strong-field regime itself to be modified as well; then using a (modified) PhenomA waveform,
which derives from GR simulations, is not appropriate. Our inspiral-only (§5.1) results
represent this conservative case. However, if one is confident that the strong-field regime
is identical to GR (the screened case), then our approach allows the continuation of GW
propagation e↵ects into the merger and ringdown regime. Our results using the full waveform
in §5.2 represent this more optimistic case. We used here a simple IMR waveform (PhenomA);
this should be extended to more sophisticated, spinning waveforms for use with real data.
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Sharp transitions for           in the frequency band between LISA and LIGO frequencies, to ensure consistency 
with results from GW170817

parameters in [62].

This work is organized as follows. §2 develops general theoretical considerations re-
garding the e↵ects of a frequency-dependent cT (f) on GW propagation and corresponding
observables, and presents the two Ansätze for cT (f) that will be used in our analysis. In
§3 we carefully derive the expressions for the GW waveforms in this context. We make use
of a Post Newtonian (PN) expansion for describing the inspiral phase, and we adapt the
PhenomA waveform [63] and ppE approach of [64] to describe the merger and ringdown
epochs. In §4 we discuss the GW data analysis tools we implement for our forecasts. We
compare Fisher forecast techniques with Monte Carlo Markov chains, showing that a Fisher
analysis is adequate in this context. §5 presents the Fisher forecasts: we derive the prospec-
tive constraints on GR parameters and our Ansätze parameters from GW detection of MBH
binaries. §6 contains our conclusions, and it is followed by five technical appendixes. Ap-
pendix A and B collect details on the Fisher forecast analysis; appendix C contains some
theoretical motivations on one of our Ansätze; appendix D is an analysis on the conditions
to meet for recovering a luminal cT at high frequencies. Finally, appendix E discusses future
directions for further extending and developing our results; moreover, it makes more explicit
the relation among our parametrizations and the ppE framework.

2 Theoretical framework

We assume that the dynamics of GW at emission and detection is described by GR – possibly
thanks to screening mechanisms, see. e.g. [65, 66] for reviews (but see also [67] for a di↵erent
point of view). Deviations from GR can occur during the propagation of GW through
cosmological space-time from source to observation. We focus on exploring consequences
of a frequency-dependent speed of GW propagation cT = cT (f). Except in appendix E,
this is the only modification that we will allow with respect to the standard propagation
equations of GR. In this paper, we will be agnostic with respect to the origin of these
deformations and will collectively refer to them as modified gravity. This term includes
any model where the gravitational sector is altered with respect to GR, from purely ad hoc

phenomenological models and EFT results to models embedded into, or at least motivated by,
a fundamental, self-consistent, predictive theory (e.g. UV completion of existing low-energy
scenarios, quantum gravity, emergent gravity).

We start in §2.1 with general kinematic considerations on the consequences of a cT (f)
for GW observables. We then present in §2.2 two Ansätze for cT (f) that will constitute
benchmark scenarios for our analysis 5.

2.1 Preliminary considerations

We assume that GW are massless, and propagate freely through a cosmological background
from their source – an inspiralling binary – to detection. We consider the following quadratic
action for the linearized transverse-traceless GW modes

ST =
M2

Pl

8

Z
dt d3x a3(t) ↵̄


ḣ2ij � c2T (f)

a2(t)
(~rhij)

2

�
, (2.1)

with MPl the reduced Planck mass, and ↵̄ a dimensionless normalization constant that we
will fix with appropriate physical considerations in what comes next. It is straightforward

5In appendix E, we will extend the formulation of this §2 to a more general case including GW friction,
thus linking the present discussion with scenarios studied in [60].
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therefore not a reliable indicator of causality. Remarkably, in the standard EFT treatment
of GR one finds that loop contributions from massive fields lead to a non-luminal speed of
GWs on cosmological backgrounds; positivity arguments suggest a super-luminal speed of
GWs at low energies [36, 37]. Such findings are not at all in conflict with causality, and have
in several examples been shown to be necessary precisely to guarantee causality. In [37], a
notion of causality2 more reminiscent of the standard lore has been shown to be more than
compatible with positivity bounds whenever a well-defined decoupling limit of the (helicity-2
modes of the) theory exists3.

A frequency-dependent propagation speed can also arise in any scenario of gravity where
the spectral dimension of spacetime changes with the probed scale. This scale-dependent
behaviour of geometry is typical of a broad class of theories of quantum gravity [39–44] and
is due to the presence of at least one fundamental scale in the texture of spacetime (see also
[5, 45–48]). The ensuing dispersion relation features a non-trivial mixing between time and
momentum and leads to a mixed redshift-frequency dependence of cT (z, f). Also, a frequency
dependent GW speed arises in brane-world models motivated by string theory [49].

Lastly, we should mention that a massive graviton (or the related bigravity) scenario
can lead to a frequency-dependent GW velocity, with interesting and testable consequences
for GW waveforms (as first pointed out in [50]). We refer the reader to the recent [51], and
references therein, for thorough analysis of this case.

Our aim in this work is to develop a general theoretical and numerical toolkit for quan-
tifying the perspective of LISA to measure a frequency-dependent cT only through its e↵ects
on GW waveforms from merging massive black hole (MBH) binaries, without relying on spe-
cific modified gravity scenarios4. We implement two representative Ansätze for a frequency-
dependent GW propagation velocity. The first Ansatz is motivated from a perturbative
expansion in powers of (f/f?), with f? a fiducial frequency controlling the onset of deviations
from GR. The second Ansatz describes scenarios with rapid changes in cT , which smoothly
change from cT 6= 1 at small frequencies to cT = 1 at larger frequencies. For both Ansätze
we derive how the GW waveforms are modified with respect to GR. The tools we develop,
although applied to two representative scenarios, are very flexible, and can be used in future
for testing any new theoretical models predicting transitory variations of cT as function of
frequency.

We will show that LISA can obtain good constraints on both the GR and new parameters
involved, even without electromagnetic (EM) counterparts. In fact, a major advantage of
our work is that it does not rely on detection of unique EM counterparts for LISA sources.
Whilst LISA standard sirens can serve as a further tool to test gravity (see e.g. [13, 56–61]),
the rate of EM counterparts adds a further layer of uncertainty to that already coming from
the massive black hole population models. Furthermore, constraints from standard sirens
can only be obtained very close to or after the merger, when the sky localisation is good
enough to narrow down candidate host galaxies. In principle, one can imagine the analysis
we present here being performed on-the-fly as a system inspirals, as done for regular GR

2See also [38] for a very recent work where the notion of “infrared causality” is introduced and studied in
detail vis-à-vis asymptotic causality.

3In this context, the allowed super-luminality is Planck-suppressed and one cannot resolve the deviation
from luminality. This result, however, hinges on there being a well-defined decoupling limit. This is not the
case in all frames and one must not therefore extrapolate it to EFTs of dark energy, modified gravity.

4We refer the reader to [52] for a review of modified gravity models, and [5, 53–55] for some studies on
how to constrain modified gravity with GW observations.
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As an immediate, general application of the formulas we derived, we conclude this
subsection by deriving an expression for the GW luminosity distance in scenarios with � 6= 0,
following the arguments of [60]. We call F the energy flux at observer position:

F =
dEo/dto

Area
(2.19)

where Area= 4⇡(rGW

phys
)2. Then we introduce the luminosity at the source position, L:

L =
dEs

dts
=

(1 + ze)2

(1 � �)2
dEo

dto
, (2.20)

where (2.15) has been used. The luminosity distance dGW

L is defined in terms of the following
relation

F ⌘ L
4⇡ (dGW

L )2
. (2.21)

Using these formulas, as well as relation (2.8) to connect comoving and physical distance, we
obtain

dGW

L = (1 + ze) (1 � �)�
1
2 rGW

com , (2.22)

so the e↵ects of a cT varying with frequency are contained in the dependence on � as defined
in (2.12). As we will learn in §3, the luminosity distance dGW

L and other relations we derived
here play an important role for characterizing the properties of the GW waveforms.

2.2 Two Ansätze for cT (f)

After the previous considerations, in this subsection we discuss two representative Ansätze
for cT . They will represent our benchmark scenarios for the LISA forecasts developed in the
next sections. In fact, after discussing the Ansatz functional forms, we briefly anticipate the
level of constraints we will be able to obtain with LISA on the parameters characterizing
them. Importantly, these Ansätze aim to discuss possible ways to parametrize deviations
from cT = 1 around LISA frequencies, and are not built for automatically satisfying at
the same time constraints on cT within ground-based frequency ranges. To do so, further
corrections to their frequency dependence might be needed in the intermediate frequency
band between LISA and ground-based experiments. We will comment on this point through
the text, and above all in Appendix D.

Polynomial Ansatz

Inspired by the scale-dependent choice originally put forward in [69], our first model param-
etrizes cT (f) as a polynomial in frequency:

cT (f) = 1 +
X

n

�n

✓
f

f⇤

◆n

. (2.23)

Here n can be a positive or negative integer, �n is a set of parameters controlling deviations
from GR, and f⇤ is a fixed frequency scale controlling the onset of the deviations. In what
follows we study both positive and negative values of n as separate cases. Note that, for
simplicity, we do not allow �n to be function of time; this possibility will nevertheless be
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which is an increasing function of c0. At the inflection point the slope of cT (f) is maximal,
resulting

nmax

T (fin) =
(1 � c2

0
)

�
1 +

p
2 c0

�2 (C.10)

which is a decreasing function of c0. To investigate deviations from GR with the above
speed profile, we compute the dimensionless quantity � defined in (2.13). For a given c0, the
maximum GR deviation depends on redshift

�max(c0, z) = A(c0)

✓
1 � 1

(1 + z)n(c0)

◆
. (C.11)

We find that parameters A and n both decrease linearly with c0. We perform least squares
polynomial fits to obtain the expression in (2.25). These results hint at possible independent
redshift mapping of GW sources, provided we can accurately estimate �max.

D Recovering a luminal cT at high frequencies

As discussed in §2.2, for any viable deviation in the tensor sound speed cT from the luminal
speed c to be observable in the LISA frequency band, the more complete gravitational theory,
valid beyond its EFT description, must e�ciently suppress this deviation to within a relative
deviation of O(10�15) in the LIGO band. For a simple quantitative comparison of the
constraints, let us consider the LIGO bound |1 � cT (f ⇠ 10 Hz)/c| . 10�15, which for the
power-law parametrisation (2.23) approximately implies that

|�n| . 10�15�n(f⇤/Hz)n . (D.1)

In comparison, in §5, we found for the positive and negative powers that

|�1| . 0.065(f⇤/Hz) , |�2| . 2.5(f⇤/Hz)2 , (D.2)

|�1| . 1.4 ⇥ 10�8(f⇤/Hz)�1 , |�2| . 2.6 ⇥ 10�12(f⇤/Hz)�2 , (D.3)

for the PopIII and Q3-nod cases, respectively. Hence, if the functional forms are maintained
to LIGO scales, these constraints are weaker than that of GW170817. In the case of the
EFT-inspired cT (f) function (2.24), we note that for f⇤ ⌧ 10 Hz, cT (f) reduces in the LIGO
band to a negative power law with n = �1 and �1 =

p
2(1 � c2

0
)/2 ⇡

p
1 � c0 for c0 ⇡ 1.

Thus, in the LIGO band, our constraint from §5 can roughly be interpreted as

|�1| . 3 ⇥ 10�6(f⇤/Hz)�1 , (D.4)

which is also weaker than eq. (D.1).
Observable modifications introduced with the functional forms of cT (f) in eqs. (2.23)

and (2.24) can thus not be suppressed e�ciently enough to satisfy the GW170817 bound.
However, higher-order corrections may in principle kick in to suppress the remaining devia-
tions in the LIGO band. We shall briefly inspect here some requirements on the functional
forms of cT (f) that a more complete UV description of a theory should satisfy to remain
observable in the LISA band while remaining compatible with the LIGO constraint. For this
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explored in appendix E. Notice that our Ansatz (2.23) includes more than one free parameter,
hence it goes beyond the one-parameter parametrization proposed in [45].

In the positive-power (n > 0) and negative-power (n < 0) cases alike, we assume
(f/f⇤)sgn(n) to be a small quantity, allowing us to Taylor expand cT (f) (assuming that the
�n are not large enough to violate the validity of the expansion). We will learn that expanding
cT (f) up to quadratic order will prove su�cient to study the dominant corrections to the
waveform that may be detectable with LISA. We do not include the n = 0 term in either
power-law model, since this represents a frequency-independent correction to cT that has
already been constrained to be very small at z ⌧ 1 by GW170817.

For the positive-power case, we require f⇤ > f everywhere in the LISA band, meaning
that the deviation cT /c � 1 will grow as the inspiral evolves (here we temporarily restore
speed-of-light units). This case turns out to be the mathematically simplest model we study;
however, it implicitly requires that some termination mechanism switches o↵ the deviations
between the LISA band and the band of ground-based detectors, again to maintain consis-
tency with current results bounds on cT (see Appendix D).

Similarly, for the negative-power model f⇤ should be outside the LISA frequency interval,
so that (f/f⇤)�1 stays small in the LISA band. The negative-power case is arguably a more
natural prescription of low-energy deviations from GR, because at high frequencies cT /c ! 1.
However, the bounds on |cT /c � 1| from GW170817 are so impressively tight that they are
hard to satisfy even in this model. Using the values of f⇤ we discuss in the next paragraph,
and assuming no finely-tuned cancellations between the n = �1 and n = �2 terms, formally
we need |�1| . 10�4 to satisfy the existing bounds (�2 remains virtually unconstrained).
However, recognising that our power-law models would at best be only crude representations
of the underlying physics, we do not apply the latter prior on �1 in most of this work. In
§5.2 we present results with only �2 allowed to vary, which require no further assumptions
to be consistent with GW170817.

In our forecast in §5, we mainly consider MBH binaries with total masses between 104

and 107M�, as these generally give signal-to-noise ratio (SNR) > 10 in LISA (see Figure 11).
The frequency range for these waveforms is between ⇠ 10�5 and ⇠ 10�1 Hz, so f⇤ is required
to stay outside this range. In addition, f⇤ should be lower than the LIGO lower sensitivity
bound of ⇠ 10 Hz. Therefore the typical ‘safe’ values of f⇤ we use in the positive- and
negative-power cases are 2 Hz and 2⇥ 10�7 Hz, respectively; in this context, safe means that
the deviations from GR will remain small for any astrophysical system detectable by LISA.
Values of f⇤ within the LISA band can be considered, and will result in tighter parameter
constraints, but also imply that some LISA systems could show non-perturbative departures
from GR. Such non-perturbative e↵ects lie beyond the scope of the current work. Finally, it
is worth noting that constraints on eq. (2.23) are degenerate in �n/fn

⇤ and so constraints on
�n can be translated from one f⇤ to another (Appendix. D).

An EFT-inspired Ansatz

The second parametrization we consider has the property of rapidly changing from a value
of cT smaller than one at small frequencies to cT = 1 at high frequencies (see Figure 1):

cT (f) =

"
1 +

f2
?

f2
� f2

?

f2

s

1 + 2
�
1 � c2

0

� f2

f2
?

#1/2

. (2.24)

– 8 –Figure 1: Plot of the EFT ansatz for cT as a function of frequency, as given by eq. (2.24).

The parametrization (2.24) is controlled by two free parameters: a fiducial frequency f?
around which cT changes rapidly, and a low-frequency speed c0 with 0 < c0  1. Ansatz
(2.24) is motivated by the analysis in [19] of an UV completion of a scalar field theory, where
the scalar velocity depends on the energy, and smoothly (but rapidly) connects from c0 to
1 as the energy increases. The transition from c0 to unity occurs within a relatively small
interval as the frequency increases; the width of the transition is not a free parameter and
depends entirely on c0. See Appendix C for more details on theoretical characterization of
this Ansatz and Appendix D for a discussion of its compatibility with the GW170817 bound.
Instances of such rapid changes in cT (f), although motivated from theoretical considerations,
are not easy to describe in terms of a perturbative Ansatz as (2.23). For this reason in the
following section we adopt the representative form (2.24) for modelling such systems. We
consider (2.24) as a convenient, 2-parameter choice of function with an enhanced, transient
variation of cT broadly motivated by the scenarios discussed in the Introduction. More
specifically, model-dependent choices of cT with similar properties might be considered, and
their consequences for LISA can be analyzed with the tools we develop in this work.

A frequency profile for cT (f) as (2.24) implies that all the frequency-dependent e↵ects
studied in §2.1 occur in a relatively small frequency band centered around f?. One can easily
compute numerically the function �(f), introduced in (2.12), which is the important quantity
that controls the deviations from GR. We plot �(f) in Figure 2 for representative choices of
parameters. We notice that this function has a pronounced peak, whose maximal value �max

depends on c0, but also on the redshift z at which the GW source event occurs. To understand
better how �(f) evolves over the z � c0 parameter space, we evaluate the amplitude and the
position of the maximum of the function for redshifts log-uniformly distributed from 0.1 to
10, and values of c0 uniformly distributed between 0.1 and 0.9, see Figure 3. We see that
maximum deviation from GR occurs at frequencies of the order f? and for small c0 and large
z, as expected. We numerically found a simple phenomenological fit relating �max to c0 and
z that is valid up to large redshifts (z = 15):

�max(c0, z) = (1.07 � 1.04 c0)


1 � 1

(1 + z)(1.07�0.84 c0)

�
. (2.25)

For more details on the expression above we refer the reader to Appendix C. This relation
suggests that if we were able to measure with good precision deviations from GR induced by
Ansatz (2.24), we might then be able to extract independent information on the redshift of
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therefore not a reliable indicator of causality. Remarkably, in the standard EFT treatment
of GR one finds that loop contributions from massive fields lead to a non-luminal speed of
GWs on cosmological backgrounds; positivity arguments suggest a super-luminal speed of
GWs at low energies [36, 37]. Such findings are not at all in conflict with causality, and have
in several examples been shown to be necessary precisely to guarantee causality. In [37], a
notion of causality2 more reminiscent of the standard lore has been shown to be more than
compatible with positivity bounds whenever a well-defined decoupling limit of the (helicity-2
modes of the) theory exists3.

A frequency-dependent propagation speed can also arise in any scenario of gravity where
the spectral dimension of spacetime changes with the probed scale. This scale-dependent
behaviour of geometry is typical of a broad class of theories of quantum gravity [39–44] and
is due to the presence of at least one fundamental scale in the texture of spacetime (see also
[5, 45–48]). The ensuing dispersion relation features a non-trivial mixing between time and
momentum and leads to a mixed redshift-frequency dependence of cT (z, f). Also, a frequency
dependent GW speed arises in brane-world models motivated by string theory [49].

Lastly, we should mention that a massive graviton (or the related bigravity) scenario
can lead to a frequency-dependent GW velocity, with interesting and testable consequences
for GW waveforms (as first pointed out in [50]). We refer the reader to the recent [51], and
references therein, for thorough analysis of this case.

Our aim in this work is to develop a general theoretical and numerical toolkit for quan-
tifying the perspective of LISA to measure a frequency-dependent cT only through its e↵ects
on GW waveforms from merging massive black hole (MBH) binaries, without relying on spe-
cific modified gravity scenarios4. We implement two representative Ansätze for a frequency-
dependent GW propagation velocity. The first Ansatz is motivated from a perturbative
expansion in powers of (f/f?), with f? a fiducial frequency controlling the onset of deviations
from GR. The second Ansatz describes scenarios with rapid changes in cT , which smoothly
change from cT 6= 1 at small frequencies to cT = 1 at larger frequencies. For both Ansätze
we derive how the GW waveforms are modified with respect to GR. The tools we develop,
although applied to two representative scenarios, are very flexible, and can be used in future
for testing any new theoretical models predicting transitory variations of cT as function of
frequency.

We will show that LISA can obtain good constraints on both the GR and new parameters
involved, even without electromagnetic (EM) counterparts. In fact, a major advantage of
our work is that it does not rely on detection of unique EM counterparts for LISA sources.
Whilst LISA standard sirens can serve as a further tool to test gravity (see e.g. [13, 56–61]),
the rate of EM counterparts adds a further layer of uncertainty to that already coming from
the massive black hole population models. Furthermore, constraints from standard sirens
can only be obtained very close to or after the merger, when the sky localisation is good
enough to narrow down candidate host galaxies. In principle, one can imagine the analysis
we present here being performed on-the-fly as a system inspirals, as done for regular GR

2See also [38] for a very recent work where the notion of “infrared causality” is introduced and studied in
detail vis-à-vis asymptotic causality.

3In this context, the allowed super-luminality is Planck-suppressed and one cannot resolve the deviation
from luminality. This result, however, hinges on there being a well-defined decoupling limit. This is not the
case in all frames and one must not therefore extrapolate it to EFTs of dark energy, modified gravity.

4We refer the reader to [52] for a review of modified gravity models, and [5, 53–55] for some studies on
how to constrain modified gravity with GW observations.
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As an immediate, general application of the formulas we derived, we conclude this
subsection by deriving an expression for the GW luminosity distance in scenarios with � 6= 0,
following the arguments of [60]. We call F the energy flux at observer position:

F =
dEo/dto

Area
(2.19)

where Area= 4⇡(rGW

phys
)2. Then we introduce the luminosity at the source position, L:

L =
dEs

dts
=

(1 + ze)2

(1 � �)2
dEo

dto
, (2.20)

where (2.15) has been used. The luminosity distance dGW

L is defined in terms of the following
relation

F ⌘ L
4⇡ (dGW

L )2
. (2.21)

Using these formulas, as well as relation (2.8) to connect comoving and physical distance, we
obtain

dGW

L = (1 + ze) (1 � �)�
1
2 rGW

com , (2.22)

so the e↵ects of a cT varying with frequency are contained in the dependence on � as defined
in (2.12). As we will learn in §3, the luminosity distance dGW

L and other relations we derived
here play an important role for characterizing the properties of the GW waveforms.

2.2 Two Ansätze for cT (f)

After the previous considerations, in this subsection we discuss two representative Ansätze
for cT . They will represent our benchmark scenarios for the LISA forecasts developed in the
next sections. In fact, after discussing the Ansatz functional forms, we briefly anticipate the
level of constraints we will be able to obtain with LISA on the parameters characterizing
them. Importantly, these Ansätze aim to discuss possible ways to parametrize deviations
from cT = 1 around LISA frequencies, and are not built for automatically satisfying at
the same time constraints on cT within ground-based frequency ranges. To do so, further
corrections to their frequency dependence might be needed in the intermediate frequency
band between LISA and ground-based experiments. We will comment on this point through
the text, and above all in Appendix D.

Polynomial Ansatz

Inspired by the scale-dependent choice originally put forward in [69], our first model param-
etrizes cT (f) as a polynomial in frequency:

cT (f) = 1 +
X

n

�n

✓
f

f⇤

◆n

. (2.23)

Here n can be a positive or negative integer, �n is a set of parameters controlling deviations
from GR, and f⇤ is a fixed frequency scale controlling the onset of the deviations. In what
follows we study both positive and negative values of n as separate cases. Note that, for
simplicity, we do not allow �n to be function of time; this possibility will nevertheless be
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§ Polynomial ansatz LIGO bound implies:

which is an increasing function of c0. At the inflection point the slope of cT (f) is maximal,
resulting

nmax

T (fin) =
(1 � c2

0
)

�
1 +

p
2 c0

�2 (C.10)

which is a decreasing function of c0. To investigate deviations from GR with the above
speed profile, we compute the dimensionless quantity � defined in (2.13). For a given c0, the
maximum GR deviation depends on redshift

�max(c0, z) = A(c0)

✓
1 � 1

(1 + z)n(c0)

◆
. (C.11)

We find that parameters A and n both decrease linearly with c0. We perform least squares
polynomial fits to obtain the expression in (2.25). These results hint at possible independent
redshift mapping of GW sources, provided we can accurately estimate �max.

D Recovering a luminal cT at high frequencies

As discussed in §2.2, for any viable deviation in the tensor sound speed cT from the luminal
speed c to be observable in the LISA frequency band, the more complete gravitational theory,
valid beyond its EFT description, must e�ciently suppress this deviation to within a relative
deviation of O(10�15) in the LIGO band. For a simple quantitative comparison of the
constraints, let us consider the LIGO bound |1 � cT (f ⇠ 10 Hz)/c| . 10�15, which for the
power-law parametrisation (2.23) approximately implies that

|�n| . 10�15�n(f⇤/Hz)n . (D.1)

In comparison, in §5, we found for the positive and negative powers that

|�1| . 0.065(f⇤/Hz) , |�2| . 2.5(f⇤/Hz)2 , (D.2)

|�1| . 1.4 ⇥ 10�8(f⇤/Hz)�1 , |�2| . 2.6 ⇥ 10�12(f⇤/Hz)�2 , (D.3)

for the PopIII and Q3-nod cases, respectively. Hence, if the functional forms are maintained
to LIGO scales, these constraints are weaker than that of GW170817. In the case of the
EFT-inspired cT (f) function (2.24), we note that for f⇤ ⌧ 10 Hz, cT (f) reduces in the LIGO
band to a negative power law with n = �1 and �1 =

p
2(1 � c2

0
)/2 ⇡

p
1 � c0 for c0 ⇡ 1.

Thus, in the LIGO band, our constraint from §5 can roughly be interpreted as

|�1| . 3 ⇥ 10�6(f⇤/Hz)�1 , (D.4)

which is also weaker than eq. (D.1).
Observable modifications introduced with the functional forms of cT (f) in eqs. (2.23)

and (2.24) can thus not be suppressed e�ciently enough to satisfy the GW170817 bound.
However, higher-order corrections may in principle kick in to suppress the remaining devia-
tions in the LIGO band. We shall briefly inspect here some requirements on the functional
forms of cT (f) that a more complete UV description of a theory should satisfy to remain
observable in the LISA band while remaining compatible with the LIGO constraint. For this
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§ EFT-inspired ansatz 

explored in appendix E. Notice that our Ansatz (2.23) includes more than one free parameter,
hence it goes beyond the one-parameter parametrization proposed in [45].

In the positive-power (n > 0) and negative-power (n < 0) cases alike, we assume
(f/f⇤)sgn(n) to be a small quantity, allowing us to Taylor expand cT (f) (assuming that the
�n are not large enough to violate the validity of the expansion). We will learn that expanding
cT (f) up to quadratic order will prove su�cient to study the dominant corrections to the
waveform that may be detectable with LISA. We do not include the n = 0 term in either
power-law model, since this represents a frequency-independent correction to cT that has
already been constrained to be very small at z ⌧ 1 by GW170817.

For the positive-power case, we require f⇤ > f everywhere in the LISA band, meaning
that the deviation cT /c � 1 will grow as the inspiral evolves (here we temporarily restore
speed-of-light units). This case turns out to be the mathematically simplest model we study;
however, it implicitly requires that some termination mechanism switches o↵ the deviations
between the LISA band and the band of ground-based detectors, again to maintain consis-
tency with current results bounds on cT (see Appendix D).

Similarly, for the negative-power model f⇤ should be outside the LISA frequency interval,
so that (f/f⇤)�1 stays small in the LISA band. The negative-power case is arguably a more
natural prescription of low-energy deviations from GR, because at high frequencies cT /c ! 1.
However, the bounds on |cT /c � 1| from GW170817 are so impressively tight that they are
hard to satisfy even in this model. Using the values of f⇤ we discuss in the next paragraph,
and assuming no finely-tuned cancellations between the n = �1 and n = �2 terms, formally
we need |�1| . 10�4 to satisfy the existing bounds (�2 remains virtually unconstrained).
However, recognising that our power-law models would at best be only crude representations
of the underlying physics, we do not apply the latter prior on �1 in most of this work. In
§5.2 we present results with only �2 allowed to vary, which require no further assumptions
to be consistent with GW170817.

In our forecast in §5, we mainly consider MBH binaries with total masses between 104

and 107M�, as these generally give signal-to-noise ratio (SNR) > 10 in LISA (see Figure 11).
The frequency range for these waveforms is between ⇠ 10�5 and ⇠ 10�1 Hz, so f⇤ is required
to stay outside this range. In addition, f⇤ should be lower than the LIGO lower sensitivity
bound of ⇠ 10 Hz. Therefore the typical ‘safe’ values of f⇤ we use in the positive- and
negative-power cases are 2 Hz and 2⇥ 10�7 Hz, respectively; in this context, safe means that
the deviations from GR will remain small for any astrophysical system detectable by LISA.
Values of f⇤ within the LISA band can be considered, and will result in tighter parameter
constraints, but also imply that some LISA systems could show non-perturbative departures
from GR. Such non-perturbative e↵ects lie beyond the scope of the current work. Finally, it
is worth noting that constraints on eq. (2.23) are degenerate in �n/fn

⇤ and so constraints on
�n can be translated from one f⇤ to another (Appendix. D).

An EFT-inspired Ansatz

The second parametrization we consider has the property of rapidly changing from a value
of cT smaller than one at small frequencies to cT = 1 at high frequencies (see Figure 1):

cT (f) =

"
1 +

f2
?

f2
� f2

?

f2

s

1 + 2
�
1 � c2

0

� f2

f2
?

#1/2

. (2.24)

– 8 –Figure 1: Plot of the EFT ansatz for cT as a function of frequency, as given by eq. (2.24).

The parametrization (2.24) is controlled by two free parameters: a fiducial frequency f?
around which cT changes rapidly, and a low-frequency speed c0 with 0 < c0  1. Ansatz
(2.24) is motivated by the analysis in [19] of an UV completion of a scalar field theory, where
the scalar velocity depends on the energy, and smoothly (but rapidly) connects from c0 to
1 as the energy increases. The transition from c0 to unity occurs within a relatively small
interval as the frequency increases; the width of the transition is not a free parameter and
depends entirely on c0. See Appendix C for more details on theoretical characterization of
this Ansatz and Appendix D for a discussion of its compatibility with the GW170817 bound.
Instances of such rapid changes in cT (f), although motivated from theoretical considerations,
are not easy to describe in terms of a perturbative Ansatz as (2.23). For this reason in the
following section we adopt the representative form (2.24) for modelling such systems. We
consider (2.24) as a convenient, 2-parameter choice of function with an enhanced, transient
variation of cT broadly motivated by the scenarios discussed in the Introduction. More
specifically, model-dependent choices of cT with similar properties might be considered, and
their consequences for LISA can be analyzed with the tools we develop in this work.

A frequency profile for cT (f) as (2.24) implies that all the frequency-dependent e↵ects
studied in §2.1 occur in a relatively small frequency band centered around f?. One can easily
compute numerically the function �(f), introduced in (2.12), which is the important quantity
that controls the deviations from GR. We plot �(f) in Figure 2 for representative choices of
parameters. We notice that this function has a pronounced peak, whose maximal value �max

depends on c0, but also on the redshift z at which the GW source event occurs. To understand
better how �(f) evolves over the z � c0 parameter space, we evaluate the amplitude and the
position of the maximum of the function for redshifts log-uniformly distributed from 0.1 to
10, and values of c0 uniformly distributed between 0.1 and 0.9, see Figure 3. We see that
maximum deviation from GR occurs at frequencies of the order f? and for small c0 and large
z, as expected. We numerically found a simple phenomenological fit relating �max to c0 and
z that is valid up to large redshifts (z = 15):

�max(c0, z) = (1.07 � 1.04 c0)


1 � 1

(1 + z)(1.07�0.84 c0)

�
. (2.25)

For more details on the expression above we refer the reader to Appendix C. This relation
suggests that if we were able to measure with good precision deviations from GR induced by
Ansatz (2.24), we might then be able to extract independent information on the redshift of
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The implications of gravitational-wave detections can hardly be overestimated. 

§ information about astrophysical models

§ large-scale-structure of our universe
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